Order-One Rolling Shutter Cameras

Supplementary Material

This is the Supplementary Material for the paper “M.
A. Hahn, K. Kohn, O. Marigliano, T. Pajdla. Order-One
Rolling Shutter Cameras. CVPR 2025.”

We provide additional notations, definitions, concepts,
technical lemmas, and proofs of all results in the main pa-
per. The code we used for computations is included as a
pair of ancillary files. See readme.txt for how to use
the code.

9. Derivations and Proofs

We start by explaining some of the basic mathematical ob-
jects we use throughout the article. Our starting point is the
projective three-space P2, whose points are determined by
their homogeneous coordinates (21 : x5 : 23 : o).

Dual space. The dual space (P3)* is the set of planes in P3.
It is isomorphic to P by identifying a plane ¥ = {x € P? |
>, cix; = 0} with the coefficients XY = (¢1 : ¢ : ¢3 @ ¢p)
of its defining linear equation. If L C P2 is a line, then the
set of all planes that contain L form a line in (P3)* which is
called the dual line of L and denoted by LV.

Grassmannian, pencil of lines. The set of lines in P? is
called the Grassmannian Gr(1,P3). Each of its elements
can be represented by a matrix

Ci1 C2 C3 C(p
di dy ds dy

whose rows contain the coefficients of the two linear equa-
tions that define the line. Two such matrices represent the
same element of Gr(1,P3) if there is a 2 x 2 invertible ma-
trix that takes one to the other.

Elements of the Grassmannian are uniquely determined
by their dual Pliicker coordinates (p12 : p13 : P1o : P23 :
P20 : P3o), which are computed as the six 2 X 2 minors
pij = cid; — c;jd; of the above matrix. This exhibits the
Grassmannian as a subset of P°. It is in fact an algebraic
variety since it is the solution set of the polynomial equation
P12P30 — P13P20 + P1opas = 0 over PP,

Analogously, one can uniquely represent a line in P? via
its primal Pliicker coordinates, which are the 2 x 2 minors
of a 2 x 4 matrix whose rows span the line.

A pencil of lines is a one-dimensional family of lines
passing through a common point and contained in a com-
mon plane. If the common point is at infinity, the lines of
the pencil are parallel to each other. A pencil of lines in

IP3 can be seen as a line (i.e., a curve of degree one) inside
Gr(1,P3).

Algebraic varieties, Zariski closure, degree. An alge-
braic variety is the set of solutions of a set of polynomial
equations over some field. In our paper, we mostly consider
varieties V' inside some projective space P over the real
or the complex numbers. These take the form V (E) for a
set I¥ of polynomials in several variables. When working in
projective space, we must require these polynomials to be
homogeneous.

For a subset X of P", we define its Zariski closure as the
smallest variety containing X.

Let V be a variety of dimension d in P"*. We define the
degree of X as the number of complex intersection points
of V' with a generic linear space of dimension n — d. Here
generic means that the linear space corresponds to a point
outside of a Zariski—closed subset of the parameter space
of linear spaces. This parameter space is the Grassmannian
Gr(n —d,P™), a generalisation of the object defined above.

Dual varieties. Several of our proofs use projective duality
of algebraic varieties. Analogously to the dual three-space,
for any n € N, the dual space (P™)* is defined as the set
of hyperplanes in P". The elements of (P™)* are likewise
represented as (n + 1)-tuples of projective coordinates. For
any subvariety V' of P7, its dual variety V" is the Zariski
closure inside (P")* of the set of hyperplanes that are tan-
gent at some smooth point of V.

Over the complex numbers, we have (VY)Y = V. This
is called projective duality. More concretely, we have the
following over C: For a smooth point p of V' and a smooth
point HV of the dual variety V'V, the hyperplane H is tan-
gent to V at the point p if and only if the hyperplane p" is
tangent to V'V at the point H".

9.1. Derivation of A map

The camera ray through an image point results from inter-
secting backprojected planes of the image lines p(v : t) and
v(u : s): the map

AP x P! --s Gr(1,P%)*



sends a point ((u : s), (v : t)) to
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9.2. Classifying RS; cameras

In this section, we prove Theorem 4. We assume throughout
this section that the map A is rational.

Lemma 24. If the map A is rational, so are the maps C and
¥V,

Proof. Consider (v : t) € P! general. Then, the plane (v :
t)" is the equation of the Zariski closure of | ,,.;)cpr A((v :
t),(u : s)), which is the span of A((v : ¢),(1 : 0)) and
A((v : t),(0 : 1)). This shows that ¥V is a rational map.
Similarly, we see that C is rational by observing that C'(v :
t) is the intersection of A((v : t), (1 :0)) and A((v : t),(0:
1)). O

We start with showing that our unions of pencils of lines
are indeed congruences, i.e., surfaces the Grassmannian

Gr(1,P?).

Lemma 25. Let X C P23 x (P3)* be an irreducible
curve. For (C,XV) € X, consider the pencil L(C,Y) =
{¢ € Gr(1,P?) | C € &€ C X}. Then the set Lx =
Ucsv)ex £(C,X) has dimension two.

Proof. LetV C X x Lx be the incidence variety of ele-
ments (C,XV,¢) such that £ € £(C,X). Since all fibers
over X of V are one-dimensional, the variety ) is two-
dimensional. It remains to show that the generic fiber of
V over Lx is zero-dimensional. Pick a general £ € Lx and
let C be the image of X in P3. Then the set {C € C | £ €
L(C, %) for some X} = £NC is finite because ¢ is general.
Dually, if S denotes the image of X in (P?)*, then the set
{ZV e §| ¢ e L(C,X) forsome C} = £Y NS is also
finite. Thus, the fiber of Lx over £ is finite. ]

A rolling shutter camera that does not move but rotates
has (almost) always the order-one congruence £ that con-
sists of all lines passing through the fixed center. The only

exception is when the rotation cancels out the movement
of the rolling line such that all rolling planes are the same
plane, say Y. In that case, the camera rays do not form a
congruence, but only the pencil of lines that are contained
in 3 and pass through the camera center. Such a camera can
only take pictures of the points in the fixed plane 3.

Thus, to classify all rolling shutter cameras with an
order-one congruence, we may assume that the camera is
actually moving (and possibly rotating). In the following,
we use the rolling image lines 7 € R synonymously with
our projective parameters (v : t) € P!, via the identification
pin (1).

Theorem 26. Consider a rolling shutter camera whose cen-
ter moves along a rational curve C C P3. The associated
congruence L has order one if and only if the intersection
of all rolling planes X:(r) is a line K that satisfies one of the
following two conditions:

1) K intersects the curve C in degC — 1 many points
(counted with multiplicty), or

2) K = C and X(r1) = 3(re) implies C(r1) = C(rz) for
all ry,79 € R.

In order to prove this theorem, we make use of Kum-
mer’s classication of order-one congruences according to
their focal loci [32]. A focal point of an order-one congru-
ence L is a space point that lies on infinitely many lines on
L. The focal locus of the congruence is the Zariski closure
of its set of focal points. The following version of Kum-
mer’s classification is due to De Poi [45].

Theorem 27. A congruence L C Gr(1,P3) has order one

if and only if it is one of the following:

i. L isthe set of all lines passing through a fixed point C' €
P3. Its only focal point is C.

ii. L consists of all secant (and tangent) lines of a twisted
cubic curve C C P3. Its focal locus is C.

iii. L consists of all lines that meet both a rational curve
C C P2 and a line K C P? that intersects the curve C
in deg C — 1 many points (counted with multiplicity). Its
focal locus is C U K.

iv. There is a line K C P3 and a dominant morphism o :
KY — K such that £ = gy v {6 € Gr(1,P?) |
o(XY) € £ C B} Its focal locus is K.

Order-one congruences of type i are associated with rolling
shutter cameras that stand still (but possibly rotate).

Lemma 28. The congruence L associated with a rolling
shutter camera cannot be of type ii.

Proof. The congruence is a union of pencils; in fact, £ =
U,er £(r), where L(r) = {¢ € Gr(1,P3) | C(r) € £ C
¥(r)}. In particular, its focal locus contains the curve C
along which the camera center moves. If the congruence £



were of type ii, the curve C would be a twisted cubic. How-
ever, any rolling plane X(r) intersects the curve C in the
camera center C'(r) and at most two other points, meaning
that the generic line in £(r) is not a secant of C. O

Remark 29. The congruence associated with a rolling shut-
ter camera has order zero if and only if all rolling planes
are the same plane. This is because the set of points seen
by the camera is the union of all rolling planes, which is a
connected surface that contains a plane. When the congru-
ence has order zero and all rolling planes are the same, the
congruence consists of all lines in that plane and the camera
moves along a rational curve in that plane.

Proof of Theorem 26. We start by observing that the set of
camera rays £ of a moving rolling shutter camera is always
two-dimensional by Lemma 25. Moreover, the focal locus
of the congruence £ contains the curve C that describes the
movement of the camera center. In particular, £ cannot be
of type i. Hence, by Theorem 27 and Lemma 28, the con-
gruence £ has order one if and only if it is of type iii or
iv.

We start by assuming that the congruence is of type iii.
By considering the focal locus, we find that the rational
curve from iii coincides with the camera movement curve C.
Since £ is the union of the pencils £(r) = {¢ € Gr(1,P3) |
C(r) € £ C X(r)} and every of its lines has to meet a fixed
line K, every rolling plane X(r) has to contain K. The
rolling planes cannot all be the same, because otherwise the
congruence £ would consist of all lines in that plane, which
is a congruence of order zero. Therefore, the intersection of
the rolling planes is exactly the line K, and we are in type
1) of Theorem 26. Conversely, given a rolling shutter cam-
era of type 1), the generic rolling plane () is the span of
the center C(r) with the line K, and thus £ is of type iii.

If the congruence L is of type iv, the camera moves along
aline C = K. This line is the focal locus of £ and thus co-
incides with the line given in iv. We claim that every rolling
plane X(r) contains that line K. To see that, we assume
for contradiction that one of the rolling planes X(r) inter-
sects K in a single point, namely C(r). Now, consider an
arbitrary plane X containing K (i.e., ¥V € KV). The in-
tersection ¥ N X(r) is a line £ passing through the center
C(r). Thus, the line ¢ is on the pencil £L(r) C L. Since ¥
is the unique plane that contains both £ and K, the expres-
sion of £ in type iv of Theorem 27 shows that o(XY) € &,
which implies that o(XY) = C(r). In other words, the
map o : KY — K is constant with image C(r), which
contradicts its dominance. Hence, we have shown that the
rolling planes intersect in the line K (as before, they cannot
all be equal, since otherwise the congruence would have or-
der zero). Moreover, we have for any rolling plane (r)
that o(X(r)Y) = C(r), and we are in type 2) of Theo-
rem 26. Conversely, for a rolling shutter camera of type

2), we have that KV consists of all rolling planes and the
map o : K¥ — K,%(r)Y — C(r) is dominant since the
camera is moving. Thus, £ = | J, .z £(r) is of type iv. [

To classify all RS; cameras, it remains to analyze when
the congruence parametrization map A is birational.

Lemma 30. The map A is birational if and only if, for a
generic £ € L, there is a unique v € R such that § € L(r).

Proof. A is birational if and only if, for a generic £ € L,
there are unique parameters ((v : t), (u : s)) whose image
under A is £. Recall that the morphism p in (1) identifies
the parameters (v : t) € P! with r € R. Hence, the bira-
tionality of A implies for £ € L the existence of a unique
r € R with £ € L(r). Conversely, if a generic £ € L
uniquely determines the pencil £(r) that contains it, then £
is uniquely picked in that pencil via the parameters (u : s),
i.e., A is birational. O

Proposition 31. Consider a rolling shutter camera whose
associated congruence L has order zero. The map A is bi-
rational if and only if the camera moves on a line C and the
center map C' : R --» C is birational.

Proof. As in Remark 29, all rolling planes are the same
plane, say . The congruence is the family of all lines con-
tained in X and the camera moves along a rational plane
curve C C X. By Lemma 30, the map A is birational if
and only if, for a generic line £ C X, there is a unique
r € R such that C'(r) € £. The latter means that the generic
line £ intersects the plane curve C in a single point (i.e.,
deg C = 1) and that C'is a birational map. O

Proposition 32. Consider a rolling shutter camera that
does not move (but possibly rotates). The map A is bira-
tional if and only if the intersection of all rolling planes is a
line K and the rolling planes map ¥ is birational.

Proof. The congruence is the family of lines passing
through the fixed camera center C € P3. Hence, this
situation is projectively dual to the setting in Proposition
31. In particular, when considering the rolling planes ()
as points X(r)" in (P3)*, they form a curve in the plane
CV C (P?)*. As in the proof of Proposition 31, the bira-
tionality of A means that that plane curve is a line (namely
KV) with a rational parametrization via the rolling planes
map XV, O

Theorem 33. Consider a moving rolling shutter camera
with a congruence L of positive order. The map A is bi-
rational if and only if the map R --» P3 x (P3)*,r
(C(r),%(r)V) that parametrizes the pencils L(r) is bira-
tional. In particular, the birationality of C : R --» C im-
plies that A is birational.



Proof. The pairs (C(r), %(r)V) trace a curve in P3 x (P3)*,
which we denote by D.

Let A be birational and let X be the set of pairs
(C(r),X(r)Y) € D such that there is some 7’ # r with
(C(r),2(r)Y) = (C(r"),2(r")V). The set X has ei-
ther dimension zero or it has dimension one. In the for-
mer case, we are done since a generic element of D will
have a unique pre-image r. In the latter case, the union
Uicr),smvyex £(r) € Lis dense by Lemma 25, contra-
dicting Lemma 30.

Now, we assume that the map R --» D is birational.
Then, by Lemma 30, it is enough to show that, for a generic
¢ € L, there is a unique pair (C,X") € D such that C' €
& C X. To prove this, we consider a generic line £ € L
on the congruence and assume for contradiction that there
are two distinct pairs (C1,3Y), (C2,XY) € D such that
C; € £ C X, fori = 1,2. We distinguish two cases.

First, if C7 # Co, the generic line £ is a secant line of the
curve C traced by the camera centers. Hence, the congru-
ence L is the family of secant lines of C. In particular, all
the lines £’ in the pencil C; € £ C X1 have to be secants of
C, which is only possible if C is a plane curve contained in
¥;. Since the same applies to the pencil given by (Cs, ¥5),
we see in particular that 37 = 35 (otherwise, the curve C
would be the unique line in their intersection, but then its
secants would not form a line congruence). However, the
congruence £ is now simply the family of lines contained
in the plane X1, which has order zero; a contradiction to the
assumptions in Theorem 33.

Second, if C; = (5, then we have necessarily that
31 # Yo. This case is projectively dual to the first case. In
particular, the rolling planes X(r) trace a curve in the plane
CY C (P%)* and the dual congruence £° C Gr(1, (P%)*)
is the family of secant lines of that plane curve. Hence, £
consists of all lines in the plane CY, and £ consists of all
lines passing through the center C';. However, as observed
at the beginning of the proof of Theorem 26, the latter is not
possible for a moving camera. O

We obtain the following corollary for order one cameras.

Corollary 34. Consider a moving rolling shutter camera
whose associated congruence L has order one. The map
A is birational if and only if the rolling planes map ¥V is
birational.

Proof. Clearly, if the map XV is birational, then the map
r + (C(r),X(r)V) is birational, and we can apply Theo-
rem 33 to see that A is birational. For the converse direc-
tion, the same statement implies that it is enough to show
that the birationality of  — (C(r), X(r)") implies that 3V
is birational. To prove this, we consider the two cases of
order-one congruences described in Theorem 26 separatly.

In case 2), any rolling plane X(r) determines the corre-
sponding camera center C'(r), and then the birationality of
r+ (C(r),2(r)") ensures that there is a unique parameter
T.

In case 1), a generic rolling plane X(r) intersects the
curve C is deg C many points (counted with multiplicity).
All except one of those points lie on the line K. The re-
maining point is the camera center C(r), which is thus
uniquely determined by (7). As above, the birational-
ity of 7 — (C(r),X(r)") ensures that the parameter 7 is
unique. As a side note, a generic camera center C(r) de-
termines uniquely the corresponding rolling plane: X(r) =
C(r) vV K. Therefore, the birationality of the rolling planes
map 2V is equivalent to the birationality of the center map
C. This also proves Remark 5. O

Proof of Theorem 4. If the camera does not move, then C
is a point. The associated congruence consists of all lines
passing through that point and has order one. Hence, the
camera has order one if and only if the map A is birational.
By Proposition 32, the latter is equivalent to the conditions
in Theorem 4. The point C has to lie on the line K since
each rolling plane has to contain both C and K and there is
a one-dimensional family of such planes.

If the camera moves, then C is a rational curve. The cam-
era has order one if and only if the conditions in Theorem 26
and Corollary 34 are satisfied. Note that the birationality of
the map 3V implies that every rolling plane X(r) uniquely
determines the parameter r and thus also the corresponding
camera center C'(r). Hence, the birationality of 3V ensures
that the cases 1) and 2) in Theorem 26 are equivalent to the
types I and II in Theorem 4. O

9.3. Camera Spaces

In this section, we prove Propositions 6 and 8.

Lemma 35. The dimension of Hq is 3d + 5. For every line,
conic, or nondegenerate rational curve C of degree at most
five, there is a line K such that (C, K) € Hgegc. Ford > 6,
the locus of rational degree-d curves C that admit a line K
with (C, K) € Hq is a low-dimensional subset of the locus
of all rational degree-d curves.

Proof of Lemma 35. For curves C of degree at most two,
there are clearly many such lines K. For curves C of degree
at least three, the existence of such a line K requires the
curve C to be nondegenerate, i.e., not contained in any plane
(otherwise, every secant line would automatically intersect
the curve in deg C many points). Every nondegenerate cu-
bic curve has a two-dimensional family of secant lines K.
It is a classical fact that every nondegenerate rational quar-
tic curve has a one-dimensional family of trisecant lines K
(see e.g. [36]) and that every nondegenerate rational quintic
curve has a quadrisecant line K (in fact, typically a unique



one; see [ 14, Remark 2.16]). Together with the fact that the
locus of all rational degree-d space curves has dimension
4d, this discussion proves the first two assertions of Lemma
35 ford < 5.

For d > 5, the locus H/; of rational curves in P3 of de-
gree d that intersect some line at d — 1 or d many points
has dimension 3d + 5 < 4d [14, Lem. 2.13]. Moreover, for
the general curve in ’Hfi (with d > 5), there is a unique line
meeting the curve in d — 1 points (and not d points) [14,
Thm. 2.15 & Rem. 2.16]. O

Lemma 35 implies Remark 7, i.e., that almost any ratio-
nal curve of degree d < 5 can be the center locus of a
RS; camera of type I, while only special curves are allowed
when d > 6. Next, we determine which birational maps
¥V : P! --s KV are allowed. The following lemma applies
to all three types of RS; cameras, and uses the notation in-
troduced in the paragraph before Proposition 6.

Lemma 36. Let C : P! --s P3 be a rational map defined
over R and let C be the complex Zariski closure of its im-
age. Let K C P3 be a line and let 2V : P! —-s KV be
a birational map, both defined over R, such that, for all
(v:t) € P, the plane (v : t) contains the point C(v : t).
Assume that C € H® and that C and K are related as in
Type 1, 11, or III of Theorem 4.
Then, the following are equivalent:

(a) There exists an RSy camera of type I, I, or Il with dis-
tinguished line K, center-movement map C, and rolling
planes map 3V

(b) K is a point and on its dual line (K*>)V C (H*)*,
there are points A, B € (K*°)Y such that A - B = 0,
A-A = B- B, and the map 3, : P! ——» (H>®)* is
XY (v:t)=Av+ Bt.

Proof. (a) = (b): We begin by assuming that C, K, and
Y.V are part of an RS; camera. In particular, the birational
map XV is of the form (2). Thus, XY (z) = (1 : 0 :
—x) - R(x) for x € R. The rotation matrix R(z) preserves
norms. So, after fixing a scaling for the rational map XY,
the former equation implies

Yl 1 N
@~ Are e ke e

For general z € R, the projection matrix P(z) maps the
whole plane X (z) onto the rolling line p(z : 1). In particu-
lar, exactly one camera ray £(z) C X(x) passing through
C(z) will be mapped by P(z) to (0 : 1 : 0)". Since
(0:1:0) = p((x:1),(1:0)), the homogenization of
the map A becomes well-defined at ((z : 1),(1 : 0)) and
we see that {(z) = A((x : 1), (1 : 0)). In particular, £ is a
rational map.

Thus, w(z) = & () also defines a rational map. Since
P(z)w(z) = (0 : 1 : 0)7, after fixing a scaling for the
rational map w, we have

M = (0,1 O)T
@ ()l T (29)
where &(z) := ([I3 | —C(z)]w(z)) " .

R(z)-

Since w(x) is of the form (w; : wy : w3 : 0)T, the point
@(z) is simply (w1 : wa : w3) € P2 Equations (24) and
(25) uniquely determine the rotation matrix R(z). Indeed,

R(z) =
1 x [ EY.O(I) -
= Wi =% ()]
o B(@) ¢
o @)l '
oz ! 2% (@) X @(x)
VIt a2 Vitea | B @ 2@l

For z,y € R, we may now compute A, (z,y), the in-
tersection of the camera ray parametrized by (x, y) with the
plane H*°. The point A (x,y) is the intersection of the
lines represented by

(1:0: —2)-R(x) =% (x) and (0:1: —y)- R(x)
in(H)*. We compute
M) = 5% @) x (0515 =) (o))

-2V (2 @(x) _
-2 (g7 v

|
. (7 x ) EXO(I) + 1 . E?)/o(l') x (I)(:C) ))
Vita?r [BL@] Vite? [B%@]- @@
_ S () x @(x) v =L@l
o e@)]l * Vitz2 @@ (). @7

The latter expression can be scaled to a rational function
since A is a rational map. Since the first term of ||&(z)]| -
Aoo(,y) (which is ZY_(x) x @(z)) is already rational, the
function ||@(x)]| - Aso (2, y) can only be scaled to a rational
function if its second term y - || (z)] - ©(z)/V1 + x?
is rational as well. This means that [|[XY (x)||/V/1 + 22
is rational, which is equivalent to v/1 + 22 - |2, (z)]| be-
ing rational. For the affine linear map XY this means that
(1+2%) - (ZY(2) - XY (z)) = Q(z)? for some quadratic
polynomial (). Since K C X(x) for all x, we can write
XY (z) = Az + B for some A, B € (K*°)V, and so a di-
rect computation (e.g., with Macaulay?2) reveals that the
existence of () is equivalent to the conditions A- B = 0 and
A-A=B-B.

Since the entries of A and B are real numbers, these two
conditions imply that A and B are not scalar multiples of
each other. Thus, the map EZO is not constant, which im-
plies that K is not contained in H*° (otherwise we would
have XY (x) = KV for all z).



(b) = (a): We are given the data of K, C, and 3V, and
need to find an RSy camera that conforms to these. First,
the type of our camera (I, II, or III) is readable from K and
C. Second, the rotation map R must be determined. Third,
the map A defined in (5) has to be rational.

We define a map w : P! --» H°° such that the line &(z)
spanned by w(z) and C'(z) will be sent to (0 : 1 : 0) by the
camera. Fix any line ¢ at infinity and set w(z) = X(x) A L.
Equation (26) now gives the definition of a rotation map R
that conforms to the given data.

Finally, since v1 + 22||XY, (x)]] = Q(x), we see from
(27) that A, is a rational map (after multiplying by ||w(+)||).
Therefore, also A(z,y) = C(z) V A (z,y) is rational. [

Lemma 36 gives an existence statement for RS; cameras
of all types given the data C, K, V. That data determines
uniquely the associated congruence £, but the camera rota-
tion map R : R — SO(3) and the congruence parametriza-
tion A are not yet fixed. In fact, there are many ways of
defining a camera rotation map R : R — SO(3) that fits
the data. For € R, the orientation R(x) has three degrees
of freedom. The first two are accounted for, up to orien-
tation, by the rolling plane X (z). The third may be fixed,
up to orientation, by the choice of which line £(z) C X(z)
passing through C(z) is the camera ray that the projection
matrix P(x) maps to (0 : 1 : 0), the intersection point of all
rolling lines. Such a choice is expressed as a rational map
€: Pt --s Gr(1,P3).

Lemma 37. Let (C,K,YV) satisfy the conditions from
Lemma 36. The RSy cameras involving C, K, and >V are
in 4-to-1 correspondence with rational maps & : P! --»
Gr(1,P3) satisfying C(v = t) € £&(v 1 t) C B(v : t) for
all (v : t) € PL. The correspondence comes from the two
choices of orientation, that on & and that on ¥.. Changing
the orientation on & does not change the picture-taking map
®. Changing the orientation on X does change ®, from
((I)l : Dy (I)()) to ((I)l =Dy CI)()).

Proof. Given (C, K,%V), we are interested in describing
all possible orientation maps R : R — SO(3) that would
conform to an RS; camera. As in the proof of Lemma 36,
for every such camera, there is a rational map ¢ that as-
signs to every z € R the camera ray that the projection
matrix P(z) maps to (0 : 1 : 0) (see paragraph under
(24)). Conversely, any such map defines an orientation map
R : R — SO(3) via (24) and (25) (with w = &), af-
ter fixing a scaling for the rational maps XY and w. That
means that R(z) is actually only determined up to the signs
of ¥ (z) and w(z). Changing the sign of ¥Y_(x) would
mean to use the unit normal vector of the rolling plane ()
that points in the opposite direction, i.e., a rotation around
the ray £(z) by 180°. Changing the sign of w(x) amounts

to a rotation around the normal vector of the plane X (z) by
180°.

Finally, we have to analyze how these sign changes af-
fect the picture-taking map ®. Recall from (7) that ® is the
composition of several maps. The map I' is not affected
by the sign changes. Hence, it suffices to consider how
A o ¢~ is affected. In an affine chart, this map is spelled
out in (27). On the one hand, changing the sign of ¥Y_(z),
changes Aoo(x,y) in (27) to —Ax(x,—y). On the other
hand, changing the sign of w(z), changes A, (z,y) in (27)
simply to —A(z,y). Combining this with the definition
of the map ¢ from (4) concludes the proof. O

We are now ready to prove Proposition 6.

Proof of Proposition 6. With the lemmas established
above, we can describe the parameter space of RS; cameras
of type I, up to the above described choice of orientation.
The first parameter is a line K. It is not allowed to lie at in-
finity due to Lemma 36. Second, we can choose any curve
C of degree d, not at infinity, such that (C, K) € H4. The
third parameter is a map 3 as in Lemma 36. The rolling
planes map XV can be read off from the the map XY, since
each rolling plane ¥ (v : t) is the span of the line ¥, (v : t)
with K. By Remark 5, the map X determines uniquely
the parametrization C' of the curve C. Finally, we need to
specify the map &. In Type I, for general (v : t) € P!,
the line £(v : t) intersects the line K at a point other than
C(v : t), giving rise to a rational map A\ : P! --» K.
Conversely, every such rational map A gives a camera-ray
map £ = AV C. Thus, the orientation map R is specified,
up to the 4 : 1 relationship above, by A. To summarize, the
space of all type-I cameras is Py 4 ¢ in Proposition 6. There
is a one-dimensional family of maps XY, of the form de-
scribed in Lemma 36, since choosing A already determines
B, up to sign. Hence, the camera space has dimension
dim Py g5 = (3d+5)+1+(20+1)=3d+20+7. O

Similarly, the parameters for an RS; camera of type II
or III are the line K (not at infinity), the center-movement
map C : P! -—-» K of degree d > 0, the map XY, as in
Lemma 36 which determines the rolling planes map XV,
and the map ¢ : P! --» Gr(1,P?) satisfying C'(v : t) €
E(w:t)and E(v i t) C X(v: t) forall (v:t) € P Once
the data (K,C,XY) is fixed, the following lemma shows
that the map £ is determined by a pair of homogeneous poly-
nomials (h, p) of degrees (d,d + d + 1) for some § > 0.

We work in the following setting: we rotate and translate
K until it becomes the z-axis. Then, the center-movement
map C : P* --» P3 takes the form (0 : 0 : C3 : Cp), where
Cs, Cy are homogeneous polynomials in two variables of
degree d > 0. The rolling planes map ¥V : P! —-» (P3)*
takes the form (X7 : ¥ : 0 : 0), where X1, Y5 are linear
homogeneous polynomials in two variables. We represent



the map & : P! --» Gr(1,P3) by Pliicker coordinates (p;2 :
P13 © P10 : P23 © P2o : P3o). where the p;; are homogeneous
polynomials in two variables of arbitrary degree.

Lemma 38. Assume that K is the z-axis and consider maps
C:P' -——s Kand XV : P! ——» KY. Amap £ : P! —-»
Gr(1,P3) satisfies C(v : t) € £E(v:t) and E(v : t) C N(v :
t) for all (v : t) € P! if and only its Pliicker coordinates
are

(p12 © P13 P P1o f P23 P20 1p30)
== (0 : —hEQCg : _hZQCO : h2103 : thCO :pgo),

where h is a homogeneous polynomial in two variables.

Proof. The degree-d map C'is of the form (0 : 0 : C5 : Cp).
We can assume that C3 and Cy share no common factor, as
otherwise we could make d smaller. Since the birational
map ¥ = (3; : ¥ : 0 : 0) is not constant, we note the
same for >; and Xs.

The condition C'(v : t) € (v : t) means that {(v : t) is
the span of C'(v : t) and some other point

(ar(v:t):az(v:t):az(v:t):ap(v:t)).

Hence, its Pliicker coordinates are

pi2 =0 P30 = a3Co — agC3
p13 = a1Cs D20 = a2Co
p1o = a1Co P23 = a2Cs.

Note that fixing the point (C5 : Cp) restricts the coordinates
D13, P10, P23, P20, but that psq is arbitrary. Dually, consider-
ing the line (v : t) as the intersection of two planes (v : t)
and (by(v:t) :ba(v:t) :bz(v:t):bo(v:t)) € (P3)*, we
obtain

p12 =0 P30 = b2y — b1
P13 = —boX2 P20 = —b3Xy
P1o = b3ds P23 = bpX1.

Now we show that 31 | a. Let X¥ be the highest power
of ¥ that divides C5. Then ¥ | py3, thus X5 | by, so
Z’f“ | pas, hence ¥; | as. By a similar argument we
find that >, ‘ ai. Write as = hXq and a1 = hIZQ.
Then h212200 = 0/22200 = —b32122 = —CL12100 =
—h'¥135C). It follows that b’ = —h and that the Pliicker
coordinates of £ have the required form. O

Proof of Proposition 8. We are now ready to describe the
parameter space of RS; cameras of type II. The proof is
analogous to that of Proposition 6. Working in the same
set-up as Lemma 38 we see that once (K, C, XV) are fixed,
the map ¢ is determined by the bivariate polynomials i and
p3o from the Lemma. Let § > 0 be the degree of h. Then

P30 is necessarily of degree § + d + 1. All in all, the param-
eter space of RS; cameras of types II and III is P;r 4 5 as
claimed.

Note that RS; cameras of type III are precisely the spe-
cial case when d = 0 and the image of the constant map C
is not allowed to be at infinity. The dimension of the camera
space is dimPrr g5 =4+ (2d+1)+1+ (0 +1)+ (6 +
d+2)—1=3d+2§+38. O

9.4. Constant Rotation

This section proves Propositions 9 and 10, and Remark 11.

Lemma 39. Let C C P2 be an irreducible curve of degree
d. If there is a line K that intersects C in d points (counted
with multiplicity), then C and K are contained in a common
plane.

Proof. Take any point on C that does not lie on K. Then,
that point and K span a plane X that contains at least d + 1
points of C. Since d = degC, the plane X has to contain the
whole curve C. O

Lemma 40. Let C C IP? be a curve and let K € Gr(1,P?).
There are only finitely many planes in P3 that contain K
and are tangent to C at one of the points in C \ K.

Proof. We may assume without loss of generality that C is
irreducible. Moreover, we assume that C # K, as other-
wise the assertion is clear. We pick a generic point on the
line K and denote by 7 : P3 --» P2 the projection from
that point. Then, w(C) is a plane curve, and every plane
Y containing K that is tangent to C \ K projects to a line
m(X) that contains the point 7(K) and is tangent to 7(C)
at another point. In the dual projective plane (P2)Y, those
lines 7(X) correspond to intersection points of 7(C)" with
the line w(K)V. There are only finitely many such intersec-
tion points, since otherwise 7(C)¥ = 7(K)V, which would
imply the contradiction that the curve 7(C) equals the point
m(K). O

Proof of Proposition 9. Consider a rolling shutter camera
with constant rotation. Without loss of generality, we as-
sume that R(v : t) = I3. Then, the rolling plane XY (v : t)
defined as an element of (P3)* by

(=tCo(v:t) : 0 : vCo(v:t) : tCr(v:t) —vC5(v:t))

is spanned by (0 : 1 : 0:0), (v :0:¢:0),and C(v :
t). In particular, all rolling planes meet in a common point.
By Theorem 4 it is enough to show the following: If the
intersection of the rolling planes is a line K, then the other
conditions in Theorem 4 are automatically satisfied.

We start by proving that the map ¥ is birational in that
case. We observe that ¥ : (v : ¢) — KV (v:0:¢:0).
Thus, we obtain its inverse ¥ ! by intersecting each rolling



plane (v : t) with the plane (0: 0: 0 : 1)V at infinity. (In
fact, the latter is the line (1:0:0:0)V (v:0:¢:0).)

Now it remains to show that the Zariski closure C of the
set of camera centers is one of the three types in Theorem
4. If C is a point, it has to lie in each rolling plane and
thus on the line K, which is type III. Otherwise, C is an
irreducible, rational curve of degree d. If #(K NC) > d,
then C = K and we are in type II. If (K N C) = d, then
C and K lie in a common plane, say ¥/, by Lemma 39. But
since ¥ : (v : t) = KV C(v : t), each rolling plane
has to be equal to that plane ¥, which contradicts that the
intersection of the rolling planes is a line. Hence, the case
#(K N C) = d cannot happen.

We still have to consider the case #(K NC) < d. If d =
1, this means that C is a line that does not meet K, which is
type Iin Theorem 4. Thus, in the following, we may assume
that d > 2. Our goal is to show #(K NC) =d — 1, and so
we assume for contradiction that #(K NC) < d — 2. Then,
a general rolling plane >’ € K" meets the curve C in at
least two points outside of K. Those points are distinct by
Lemma 40. Hence, there are distinct (v : t), (v/ : t') € P!
such that C(v : t),C(v' : ¥') € (X' NC) \ K. This implies
that Y’ = KVCw:t)=X(v:t)and ¥ = KV C( :
t') = X(v’' : t'), which contradicts the birationality of the
map X. O

Proof of Proposition 10 and Remark 11. Consider a rolling
shutter camera that moves with constant speed along a line
C and does not rotate. If the camera is of order one, then
we see directly from the spaces Pr® and Py} in Section
4.3 that the line C is parallel to the projection plane II. For
the converse direction, we rotate and translate such that we
can assume that the constant rotation is R = I3 and that
the movement starts at the origin, i.e., the birational map
C : P! —-» C satisfies C(0 : 1) = (0: 0 : 0 : 1). Then,
the assumption that C is parallel to the projection plane IT
means that C(1 : 0) = C*® = (a : b : 0 : 0). Thus,
C(v:t) = (av:bv:0:t). By (2), the rolling planes are
YV(v:t)=(—t:0:v:av). The intersection of all rolling
planes is the line K spanned by the points (0 : 1 : 0 : 0) and
(0:0: —a : 1). Therefore, the camera has order one by
Proposition 9. If a = 0, the lines C and K coincide and the
RS; camera is of type II. Otherwise, the lines C and K are
skew and the camera has type 1. This proves Proposition 10.

For Remark 11, we assume again that the constant rota-
tion is R = I3 and that the movement starts at the origin, but
this time C'(v : t) = (av : bv : cv : t) for ¢ # 0. By (2), the
rolling planes are X2V (v : t) = (=2 : 0 : vt : cv? —avt), so
they trace a conic in (P3)*. Hence, a general point X € P3
is contained in two rolling planes (v : t1) and X (vs : t2)
with (v : 1) # (v : ta). Therefore, the point X is ob-
served twice on the image, namely as P(v; : ¢1)X and
P(vy : t2)X. The associated congruence has order two

(since the general point X is contained in the two congru-
ence lines X V C(vy : t1) and X V C(vs : t2)), while
the congruence parametrization A is birational by Theo-
rem 33. O

9.5. Image of lines

In this section, we prove the statements in Section 5.

Proof of Proposition 13. Let D be the degree of the image
curve ®(L). Since L is general, every rolling plane meets L
in exactly one point. Hence, a generic rolling line  on the
image plane meets the curve ®(L) in a unique point outside
of (0 : 1:0). The intersection multiplicity at that unique
point is one. (Otherwise the point 7V would be on the dual
curve ®(L)V. The genericity of  would imply that ®(L)V
is the line (0 : 1 : 0)Y, but then ®(L) would not be a curve;
a contradiction).

We can compute the degree D of the curve ®(L) by in-
tersecting wih any line different from ®(L) when counting
intersection multiplicities. In particular, intersecting with
the generic rolling line r shows that the curve has multiplic-
ity D — 1 at the point (0 : 1 : 0). O

Proof of Theorem 12. After rotating and translating, we
may assume that the line K is the y-axis, i.e., K = (0 :
1:0:0)V(0:0:0:1). Then, the birational map
YV P --» KV takes the form XV = (X1 : 0 : 33 : 0),
where ¥; and X3 are linear with ged (31, 33) = 1. We con-
sider the center-movement map C' = (Cy : Cs : C5 : Cp)
of degree d. In type I, the coordinate functions C; and
Cs have d — 1 common roots (counted with multiplicity),
ie,C; =C -4 fori = 1,3, where degé’ =d—1 and
degl; = 1. Since C(v : t) € X(v : t) forall (v : t) € P!,
we have moreover that (¢ : ¢3) = (—X5 : X1). Allin all,
the center-movement map is of the form

C:(—C'Zg),:CQZCN"ElIC()). (28)

In type I, we have C # 0, while the case C=0 corresponds
to types II and III.

Now, let us consider a general point X = (X; : X5 :
X3 : Xo) € P3. Then, X V K = (Xg 0 =X O)V
is one of the rolling planes and there is precisely one (vx :
tx) € P! such that B(vy 1 tx) = X V K, i,

(El(vx Itx) : Eg(’l}X : tx)) = (X3 : —Xl). (29)

From this, we see that (vx : tx) depends linearly on
(X1 : X3), and not on X3 or Xo. In the follow-
ing, for any map f(v t) defined on P!, we write
fx(X;y:X3):= f(vx : tx). Forinstance, Xy = X V K
and (28) becomes

CX:(éx~X1ZCQ’XZéx~X3200’X). (30)



The line on the congruence passing through the point X is
I'(X) = Cx Vv X. To compute the image of X under the
map @ in (7), we need to find the unique (u : s) € P! such
that A((vx : tx),(u : s)) = I'(X). To do that, it will
be enough to consider the points at infinity, i.e., to solve
Ao((vx 1 tx), (u:s)) = e (X). From (30), we compute

P (X) = (Cx V X)™
= (X1 - a(X) : B(X) : X3 - (X)),
where a(X) := Cy x — XoClx,
B(X) == X200 x — XoCa,x.

3D

Case 1: Non-constant rotation. We begin by computing
A in the case of non-constant rotations. We make use
of Lemma 37 and parametrize the RS; cameras involving
C, K,V using maps £ : P! --» Gr(1,P3) such that C(v :
t) € &(v:t) C X(v:t)forall (v:t) € PL In particular,
we have £ (v 1 ) € Noo(v : ¢) forall (v : t) € PL, which
means that the map £, is of the form &, = (—5-23 1€y f
%1 ). We will compute A, by homogenizing (27). For that,
we recall from Lemma 36 that XY_(v : t) = Av + Bt with
A-B=0and ||A]| = || B||. After scaling, we may assume
that the latter norm is 1. Then, ||ZY, (v : t)|| = Vv2 + 2
and we obtain from (27) that

Aso((vx tx), (w1 s) = (35 x X foo.x) * 8
+ §OO7X . tX U

= (X7 (a(X)s+b(X)u) : ¢(X)s +d(X)u :
X (a(X)s + b(X)u)),

(32)

where a(X) = & x, b(X) := txEx, o(X) = —Ex (X2 +
X2), and d(X) := tx& x. Hence, comparing (31) and
(32), we see that Ao ((vx : tx),(u : 8)) = Ie(X) is
equivalent to (o : 8) = (s : u)[§ g]- The determinant of
the latter 2 x 2 matrix is tx - (£3 y + £% (X2 + X2)), which
is not the zero polynomial since (X7 + X?) is not a square.
Thus, for general X, the 2 x 2 matrix is invertible and the
unique solution (u : s) € P! is given by

ux = a(X) - B(X) — c(X) - a(X)
=& x - (X2Ch,x — XoCoa,x)
+Eéx (X2 4+ X2) - (Cox — XoCx),
sx =d(X) - a(X) —b(X) - B(X)
=tx (52,)( - (Co.x — XoCx)

_gX - (X2Ch,x — Xoc'z,x)> .

In particular, we see that {x divides sx and therefore
®(X) = (Fvx  ux @ sx). To determine the degree
of the map @, it is now sufficient to show that ux is irre-
ducible and to compute its degree. For that, we rewrite ux

as follows:
ux = f(X) — Xo- fo(X) + Xz - fo(X),

where f(X) = & (X7 + X3) - Cox, fo(X) =
£2,xCo x +Ex(XT 4+ X3) - Cx, and fo(X) := & xCo.x.
Note that f, fo and f2 only depend on (X; : X3), and not
on X or X5. Hence, the only way that ux can be reducible
is when f, fo and f, have a common factor. We now con-
sider RS; cameras of type I and II separately to show that
this is not possible.

Case 1a: Type I. In type I, the map £ is given via a map
A:Pl - Ksuchthat (v :t) = C(v: t) V A(v : t) for
general (v : t) € P! Writing A = (0 : A2 : 0 : \g), this
means that

foo = (—Aoé <231 AC2 — AaCp - )\OC’ -%4),

i.e., g = )\0 . C’ ElIld~ 52 = )\062 - )\200. Then,
fo(X) = )\O,X(CQ%X + C%(X% + Xg)) — )\Q’XCO’XCQ’X.
Hence, for every choice of Cy and for sufficiently gen-
eral Ao, Ao, C, Cs, we have that ged(Co,x, fo) = 1 and
ged(é2,x, f) = 1. Thus, f, fo and f, cannot have a com-
mon factor for a general RS; camera in Py 4 5. Therefore,
ux is generally irreducible and we conclude that deg ® =
deguy = 2d+d+1, where d = deg C' and 6 = deg \. The
irreducibility argument worked for every choice of Cj, in
particular in the case d = 1 and Cy = ¢, which corresponds
to the camera center moving on a line with constant speed.
Hence, we obtain deg ® = § + 3 for a general RS; camera
in PffL 5

Case 1b: Type II and III. In this case, C =o. By
Lemma 38, the Pliicker coordinates of the map & are
(7}12302 0 7h2300 : 7h2102 L p hElCO), for
some polynomials h and p. Hence, 5 = hCy and & = p.
Thus, we obtain that f(X) = hxCj (X7 + X3) and
fo(X) = pxC2 x, and so ged(f, fo) = 1 and ux is ir-
reducible for every choice of Cy and for sufficiently general
h, p, Cs. Therefore, for a general RS; camerain Py 4.5, we
find that deg ® = deguyx = 2d + 0 + 2, where d = deg C
and § = degh. Also, a general RS, camera in Py 5
(where C = t) satisfies deg ® = § + 4.

Case 2: Constant rotation. The second row of the constant
rotation matrix R has to be K> = (0 : 1 : 0). Hence, we
may assume that R = I3. Then, XV = (=t : 0 : v : 0)
and we see from (29) that (vx : tx) = (X1 : X3). We
compute Ao ((vx : tx), (u : s)) as the intersection of the
lines that are dual to the points Y = (=X3 : 0 : X))
and ((0: —s:u)P(vx : tx))>® =(0: —s: u):

Ao((vx i tx), (u:8)) = (sX71 : uX3: sX3).

Comparing this with (31), we see that the unique solution
(u:s) € Plio Aw((vx : tx),(u : 8)) = Too(X) is



(ux : sx) = (B(X) : X3 «a(X)). Therefore, ®(X) =
(X1 a(X): B(X): X3 a(X)).

We will now show that S(X) = XoCo x — XoCa x
is generally irreducible. For every choice of Cy and suf-
ficiently general C5, we have ged(Co x,C2,x) = 1. The
latter means that 3(X) is irreducible since Cy x and Cs x
only depend on (X7 : X3). This argument does not involve
C. Hence, a general RS; camera in either Py 4 or Py g sat-
isfies deg ® = deg 8 = d + 1. Since Cy was arbitrary, this
also holds for cameras moving along a line with constant
speed. O
linear

9.6. Minimal problems for several

RS, cameras

This section and the next provide proofs for all claims in
Section 6. The following lemma is an extended version of
Lemma 15.

Lemmad4l. Let (R,C,C) € Py® be of type L and let (a : b :
0) be such thatC* = (a : b : 0)-R. Consider the associated
picture-taking map ®: P3 —-» P? and a line L C P3. Then,
we have:

o cither ®(L) is a conic through the points (0 : 1 : 0) and
(a:b:0),

o or ®(L) is the line through the points (0 : 1 : 0) and
(a:b:0).
Conversely, for a generic conic ¢ through (0 : 1 : 0) and

(a : b :0), there exists a one-dimensional family of lines
L C P3 with c = ®(L). These lines rule a smooth quadric
surface in P3,

Proof. Up to a change of coordinates, as in the proof of
Proposition 10, we may assume that R = I3 and C is the
line parametrised by

C:P' P53 (v:t) (av:bv:0:t)

for some real parameters a, b with (a : b) # 0. Note that
this is indeed an element of P{* because C # C* = (a: b :
0:0)=C(1:0). By(2),weobtain XV (v:t)=(—t:0:
v : av). The proof of this lemma proceeds by first observing
that in this setting the picture-taking map has a particularly
elegant description. More precisely, the projection matrix is
given by

t 0 0 —av
P:t)=10 t 0 —bv
0 0t O

Let X = (X1 : Xa: X3: Xo) € P2. We aim to determine
the time at which the camera sees X . For this, we need to
check which rolling plane contains X, i.e., we need to solve

—tX1 +vX3+avXyg=0.

However, we see immediately thatt = v- )(3}7?)@ for X, #

0. Thus, we obtain for the picture-taking map ®: P3 --»
P2

X X
(X1: X2:X35:X0) — (’U%Xl —avXo:
1
X3+ aX X3+ aX
’UJTloXQ — b’UXO : ’UgTIOX3).

We observe that v is a common factor of all entries, i.e. we
obtain

d: X — ((X3 +CLX())X1 —aX1Xop:

33
(X3 -+ aX())XQ —bX1 X0 : (X3 + CLX())X;;). )

We now fix two points o, 3 € P? with o = (a1 : o :
ag :ag)and B8 = (By : B : B3 : Bo), and consider the
line L = a V (3 they span. The following MACAULAY?2
computation

QQ[x0,x1,x2,x3,v0,yl,vy2,
a0,al,az2,a3,b0,bl,b2,b3,s,t,a,b]
I=ideal (y1-((x3+a*x0) »xl-axx1%x0),
y2—((x3+a*xx0) *x2-bxx1%x0),
y0— (x3+a»x0) *x3,x0- (s*al0+txb0),
x1-(s*al+txbl),x2-(s*a2+t+b2),
x3- (s*a3+t*b3))
J=eliminate (I, {x0,x1,x2,x3,s,t})

shows that ®(L) is cut out by the quadratic polynomial

b(aoBs — a3Bo)yi + (a2 — a1B2)y]
+ a(asBo — aof3)y1y2 + (acwPB2 — acafy — bag S
+ bai1 By + as Bz — a2 B3)y1yo + (1 f3 — azB1)y2y0-

For the rest of the discussion, we denote the coefficient of
Yiy; by c¢;;. We first note that cpp = 0, thus any conic that is
an image of a line passes through the point (0 : 1 : 0). This
has already been observed in Proposition 13. Moreover, we
observe that acy; + bcjs = 0. Therefore any such conic
passes through the point (a : b : 0). The following con-
tinuation of our previous MACAULAY?2 calculation shows
that these are the only two conditions satisfied by a generic
image conic:

M=first entries gens J

f=M_(00)
T=QQ[a0,al,a2,a3,b0,bl,b2,b3,
a,bl[y0,yl,y2]

g=sub (£, T)

N=last coefficients(g,Monomials=>
{yl72,y272,y072,y1l+y2,yl*y0,y2xy0})
T1=QQ[a0,al,a2,a3,b0,bl,b2,b3,a,b,
z0,2z1,22,23,24,25]

Nnew=sub (N, T1)

Check=ideal (zO-Nnew_(0,0),z1-Nnew_ (1,0),
z2-Nnew_ (2,0),z3-Nnew_ (3,0),



z4-Nnew_ (4,0),z5-Nnew_ (5,0))
Nl=eliminate (Check, {a0,al, a2, a3,
b0,bl,b2,b3})

Thus, for a generic conic ¢ through the two points (0 : 1 : 0)
and (@ : b : 0), there is a line L such that ®(L) =
c. Since the space of such conics is three-dimensional
and dim Gr(1,P3) = 4, there has to be in fact a one-
dimensional family of such lines. It can be obtained as fol-
lows: Fix a generic line L with ®(L) = ¢. Consider the
set of all lines that meet C, K, and L. These are all camera
rays that ® contracts to points on the conic c. These camera
rays rule a smooth quadric surface since the lines C, K, and
L are generically pairwise skew. The other ruling of that
quadric contains K, C, and L; and therefore, any line L’ in
that second ruling will also satisfy ®(L') = c. O

In terms of the joint-camera map, minimality means that
®(™) in (19) is dominant and has generically finite fibers.
A necessary condition for a reconstruction problem to be
minimal is for it to be balanced.

Definition 42. The Reconstruction Problem 14 is called
balanced if domain and codomain of its associated joint-
camera map ®(™) in (19) have the same dimensions.

To determine the dimensions of the varieties X and ),
we count the elements of a general arrangement X in X in
the following way:

1. Count all free points: in any collection of points, some
may be dependent on others, defined as being collinear
with two other points. Each minimal set of independent
points (which we call free points) has the same cardinal-
ity, which we denote by py.

2. Count all third collinear points: whenever more than two
points are collinear, we pick three of them (always in-
cluding the free points if present) and we count the de-
pendent points among the three as third collinear points.
Write their amount as ps.

3. Count all further collinear points: These are the points
that are collinear with at least three already-counted
points. Write their amount as p4. Note that py + ps +
P4 =P

4. Count all free lines, i.e., the lines that do not contain any
points. Write their amount as £.

5. Count all lines incident to exactly one point. Write their
amount as /7.

6. Count all lines incident to exactly two points. Write their
amount as /5.

In this way, we counted all elements of X and associated
the following combinatorial data to it:

po free points

ps  third collinear points

pyg  further collinear points

Ly free lines

¢;  lines incident to one point
{5 lines incident to two points.

Recall that in addition p, € {0, 1} indicates whether we
know the point (a : b : 0) from Lemma 4 1. We observe the
following implication:

Po =0 = €0=€1=€2=p4=0. (34)
Indeed, if ¢; > 0, then there is an image conic that deter-
mines the point (a : b : 0). Also, if py > 0, then there are
four collinear points in space. Their image points, together
with (0 : 1 : 0), determine a unique image conic, which
gives us again the point (a : b : 0).

Now, we are able to compute the dimension of the source
and target spaces of the joint-camera map ®(™):

Lemma 43. We have dimP = 8, dim G = 7, and

dim X = 3po + ps + pa + 400 + 244,
dim Y = po + 2po + 2p3 + pa + 36y + 201 + £5.

Proof. For the dimensions of the camera space and the
group, see Section 4.3 and Remark 1. In P3, once a line is
fixed by two points, the further points on this line have only
one degree of freedom. In P2, lines become conics, and
these are only fixed after their third image point is counted.
This explains the differentiation between p3 and p4. Apart
from these considerations, computing dim X and dim Y is
straightforward. O

Corollary 44. The Reconstruction Problem 14 is balanced
if and only if

3po + p3s +pg +4bg + 20, — 7

= m(Poo + 2P0 + 2p3 + pa + 3o + 201 + o — 8).
(35)

Proof. This follows immediately from (19) and Lemma 43.
O

Now, we classify the minimal problems for at least two
cameras. In Section 9.7, we show that there are no minimal
problems for a single camera.

Proposition 45. There are finitely many balanced problems
form > 1.

Proof. All variables in (35) are non-negative integers.
These become bounded from above if we were to
require both sides of (35) to be zero or negative.
Thus, there are only finitely many sequences I =



(o, P3, P4, %o, 41, 2, Doo) Where both sides of (35) can be
zero or negative. But a computer search reveals that this
cannot happen. Thus, we may assume that the right-hand
side of (35) is positive and write

_ po—p3+4Lo— Lo+ 1—po
2po + 2ps + pa + 3lp + 201 + Uy — 8+ P

m—1

Since the denominator in the right-hand side is positive, a
necessary condition for m to be an integer is that this de-
nominator is smaller than or equal to the numerator. This
condition is equivalent to

po + 3ps3 +p4+2€0+2£1+2€2+2pm <9.

Thus, there are only finitely many choices for the combi-
natorial datum I = (po,ps,p4, Lo, l1,¢2,P0). For each
such sequence I, there are only finitely many reconstruc-
tion problems. O

A computer search reveals the full list of sequences
I = (po,ps3,pa, Lo, 01,02, p0) satisfying (35) for some
m > 1. Here, we notice that some sequences give rise
to two balanced problems due to combinatorial ambigu-
ity. For instance, the two lines of the configuration I =
(3,0,0,0,1,1,1) could intersect at one of the three points,
or not. To account for this, we introduce a further combina-
torial datum y € {0, 1,...,¢;+¢5} that counts the maximal
number of lines going through any free point in the config-
uration. As it turns out, this resolves all ambiguities in our
list of balanced problems.

Theorem 46. Let m > 1. The Reconstruction Problem
14 is balanced if and only if its combinatorial signature
I = (po, s, pa, Lo, ?1, 2,7, Do) is contained in the follow-

ing list:

m =2 m =2 m =2
(1,0,0,0,3,0,3,1) (3,0,0,0,1,1,1,1) (4,1,0,0,0,0,0,1)
(1,0,0,1,2,0,2,1) (3,0,0,0,1,1,2,1) (5,0,0,0,0,1,1,1)
(1,0,0,2,1,0,1,1)  (3,0,0,0,2,0,1,1) (5,0,0,0,1,0,1,1)
(1,0,0,3,0,0,0,1) (3,0,0,0,2,0,2,1) (5,0,0,1,0,0,0,1)
(2,1,0,0,1,0,1,1) (3,0,0,1,0,1,1,1) (7,0,0,0,0,0,0,1)
(2,1,0,1,0,0,0,1) (3,0,0,1,1,0,1,1) (3,2,0,0,0,0,0,0)
(2,1,2,0,0,0,0,1) (3,0,0,2,0,0,0,1) (6,1,0,0,0,0,0,0)
(3,0,0,0,0,2,2,1) (3,1,1,0,0,0,0,1) (9,0,0,0,0,0,0,0)

m=3 m=4 m=25
(2,0,0,0,2,0,1,1) (1,0,0,2,0,0,0,1) (4,0,0,0,0,0,0,1)
(2,0,0,0,2,0,2,1) (3,0,0,0,1,0,1,1)

(2,0,0,1,0,1,1,1)  (5,0,0,0,0,0,0,0)
(3,0,0,1,0,0,0,1)
(3,1,0,0,0,0,0,1)
(4,1,0,0,0,0,0,0)

The three problems printed in gray, that Iis,
(1,0,0,0,3,0,3,1), (2,1,2,0,0,0,0,1), and
(3,1,1,0,0,0,0,1), are non-minimal.  All other 31
problems are minimal.

Proof. This is the list of all balanced problems, obtained
from augmenting I by the additional combinatorial datum
~ as described. To show that the problems printed in black
are minimal, we carefully construct the joint camera-map
map ®(™) for each balanced problem in the computer alge-
bra system Macaulay?2 [20] and test that its Jacobian at
a randomly chosen point is invertible. This shows that the
derivative of (™) is surjective almost everywhere, and thus
that (™) is dominant. The balancedness condition ensures
that the fibers of such a dominant ®("™) are generically fi-
nite. The non-minimality of the three problems printed in
gray is shown in Lemmas 47 and 48 below. O

Lemma 47. There is no minimal problem with m > 1 and
p4 > 0 (i.e., four or more collinear points in space).

Proof. We show that the joint-camera map ®(™) in (19)
cannot be dominant whenever m > 1 and X contains
four collinear points. We assume for contradiction that
there exists such a dominant map. Hence, for generic
Yi,...,Y,, € ), there are m linear RS; cameras and an
arrangement X in X such that Yj is the picture of X under
the ¢-th camera. The arrangement X contains four collinear
points. We denote their image points on the i-th image Y;
by x;1,%; 2, Ti 3, ;4. Together with the point (0 : 1 : 0),
they form a conic ¢; in the ¢-th image plane. That conic is
the image of the line L C P? that is spanned by the four
collinear points in space. Restricting the i-th camera map
D, (see (7)) to the line L, yields a birational map from L to
the image conic c;.

Now we consider the birational projection 7; of the conic
¢; away from the point (0 : 1 : 0) onto the line I; that is
spanned by (1 : 0 : 0) and (0 : 0 : 1). We denote the im-
age of the point x; ; under this projection by y; ; € l;. The
composed map m; o ®;|;, is an isomorphism from the line
L onto the line [;. Therefore, mp o ®a|f, o (71 0 ®q]z) 7!
is an isomorphism between the lines /; and /5 that maps the
four points 1 1, . . ., ¥1,4 onto the four points 2 1, ... , Y2 4.
Hence, the cross-ratio of the four points y; 1,...,¥1,4 has
to equal the cross-ratio of y21,...,%24. This contradicts
that the pictures Y] and Y were chosen generically. O

Lemma 48. There is no minimal problem with m > 1, a
single point, and without free lines.

Proof. An arrangement X in X consists of a single point
and possibly some lines passing through that point. For
such an arrangement X and an arbitrary m-tuple of lin-
ear RS; cameras, we show that — even after modding out
the group G — there are infinitely many m-tuples of cam-
eras that yield the same m pictures. This implies that the
generic fiber of &™) cannot be finite, and so the recon-
struction problem cannot be minimal.

We begin by modding out the group G. To fix the trans-
lation, we assume that the single point in P3 is at the origin



in R3, i, (0 : 0 : 0 : 1). To fix the global scaling, we
assume that the Euclidean distance in R?® between the ori-
gin and the starting position C5(0) of the second camera is
one. Finally, we fix the rotation of the first camera to be
Ry =1Is.

In particular, we have not assumed anything about the
linear constant-speed movement C; : R! — R3? of the first
camera. Since X consists of a single point with some ad-
jacent lines, at any given time z € R!, the arrangement
X looks the same from any camera center on the ray start-
ing from the origin and passing through Cy(z). In other
words, when positioned at C (x), one can move back and
forth along the line spanned by C () and the origin with-
out changing the picture of X at time z. Therefore, we can
modify the first camera by multiplying the map C'; with any
non-zero scalar without changing the image of X under the
first camera. O

All minimal problems listed in Theorem 46 are depicted
in Figure 4. To conclude the proof of Theorem 17, we need
to exclude the possibility of minimal problems for a single
camera. We will explain this in Section 9.7. Beforehand,
we explain our degree computations reported in Figure 4.

Remark 49. For each of the finitely many minimal prob-
lems, we used the numerical algebraic geometry package
HomotopyContinuation. jl1[11]to compute their re-
spective degrees, i.e. the number of solutions of a general
instance of a reconstruction problem with that combinato-
rial type. More precisely, we used the monodromy method
provided in that package. This method can strictly speak-
ing only provide lower bounds for the degree, but multiple
runs can be tried and if the results stays the same across
runs, this indicates that the number computed is the ac-
tual degree. In our computations, small degrees (<2000)
remained constant as described above throughout six mon-
odromy runs, while larger degrees tended to differ run-by-
run. In any case, we report in Figure 4 the largest computed
value, indicating the larger degrees with an asterisk. A plus
indicates that the computation had to be interrupted after
running more than 5 days. We used interval certification
to guarantee that for each computed value there are indeed
at least that many solutions. This holds even for the inter-
rupted computations.

9.7. No minimal problem for a single linear
RS, camera

Our next aim is to prove that no minimal problems arise
from a single camera. Throughout this section, we assume
that m = 1. Then, by Corollary 44, the Reconstruction
Problem 14 is balanced if and only if

po+ Lo+ 1=ps +p3+ Lo

Lemma 50. For m = 1, there is no minimal problem with
lo positive.

Proof. If po, = 0, the assertion follows from (34). Other-
wise, Lemma 41 tells us that there exists a one-dimensional
family of lines in P> mapping to a generic image conic in
P? via ®, i.e., a free image conic has infinitely many solu-
tions. O

Therefore, we may assume that ¢, = 0 and obtain

Po+1=Dpo +p3+4L2 (36)

as numerical condition for our balanced problems. We
observe that this equation only involves free points, third
collinear points, and lines incident to two points. If p., = 0,
the remaining features do not appear by (34). If poo = 1,
they do not affect minimality:

Lemma 51. For any minimal problem with m = 1 and
Poo = 1, one can add or remove further collinear points
(corresponding to py4) and lines incident to one point (cor-
responding to {1) without changing minimality.

Proof. Since every minimal problem is balanced and nei-
ther p4 nor /1 appear in the balanced equation (36), it is suf-
ficient to show that the existence of solutions is not affected
by adding or removing further collinear points or lines inci-
dent to one point.

The existence of solutions is not affected by removing
data, thus this part is clear. In order to show that adding such
points and lines does not affect minimality, we consider the
following set-up:

Let X be the set of arrangements obtained from arrange-
ments in X after forgetting all further collinear points and all
lines incident to exactly one point. Similarly, we consider
Y obtained from ). Thus, we obtain forgetful maps

a:y—>)~) and B:X%%.

Analogously to the joint camera map ®() in (19), we now
obtain a map

M (P xX)/G--» . (37)

We need to show that for generic § € Y and generic
y € Y with a(y) = 7, any solution S € (P x X)/G
with ®(1)(S) = § can be uniquely extended to a solution
S € (P x X)/G with 1) (S) = 3. By the same arguments
as in the proof of Lemma 41, we see that, for a generic line
L C P? with image conic ¢, the map ®,: L — ¢ is bi-
rational. Therefore, when c is the conic passing through
three points that are the images of three collinear points in
P3 and the two known points at infinity from Lemma 41
and L is the solution of ¢ in S, then any further point on ¢
corresponds to a unique point on L. Thus, adding further
collinear points does not affect minimality.



In order to add a line incident to exactly one point, we
consider a generic point x € P? with fixed pre-image
X € P? and fix a generic image conic c passing through
x. We claim there is a unique line L C ®~!(c) passing
through X with ®(L) = c¢. Recall from Lemma 41 that
the lines mapping to ¢ rule a smooth quadric surface Q..
Any smooth quadric surface is doubly ruled, i.e., there are
two lines passing through each point. The pre-image of any
point on c is a line in P3 that is contracted, i.e, one of the
lines in the quadric @, passing through X is the pre-image
of . The other line through X is not contracted and there-
fore maps to c. This is the desired unique line. O

Due to Lemmas 50 and 51, we may from now on as-
sume that {5 = ¢; = ps = 0. This means that the generic
arrangement in X only contains free points, third collinear
points, and lines incident to exactly two points. We encode
these incidences in a graph:

Definition 52. Let X be a generic arrangement in X. We
consider the points and lines in X in R3. This point-line
arrangement induces a graph & = &(p, ¢, Z) whose ver-
tices are the points and whose edges are the line segments
connecting points.

For a balanced problem with ¢y = ¢; = py = 0, this
graph has py + p3 many vertices and its number of edges is
lo+2p3 = po+p3+1—peo, Where the latter equality follows
from (36). Thus, if po, = 1, the graph has the same amount
of edges as vertices; if po, = 0, it has one more edge. For
every connected component € of the graph &, we denote
by X¢ the set of arrangements obtained from arrangements
in X after forgetting all point and lines, except those in the
component €.

Proposition 53. Let € be a connected component of the
graph ®. For a generic X € X¢, there is a one-dimensional
family of arrangements X' in X¢ such that ®(X) = &(X').

The statement above is the key insight for why there
are no minimal problems for a single camera. Before we
can prove the proposition, we need the following helpful
tool. Recall that the congruence associated with a linear
RS, camera consists of all lines meeting both C and K.
Therefore, for a generic image point z € P2, the line
®—1(x) meets both lines C and K.

Lemma 54. Let c be the image conic of a generic line in
P3 under ®. Moreover, let x,x' € c be generic points, and
L := & 1(z), L := & Ya’). Then, there is an isomor-
phism v: L — L’ such that ®(X V v(X)) = ¢ for almost
all X € L. Furthermore, we have that v(LNC) = L' NC

andy(LNK)=L'NK.

Proof. Recall that the lines that ® maps onto the conic ¢
rule a smooth quadric surface @).., which is therefore doubly

ruled. A generic point X € L is met by two lines on the
quadric Q.. One of the lines is L itself. Let L be the other
line. Then L intersects L’ in a single point X’. We define
~v(X) := X'. This is clearly a well-defined isomorphism
from L to L’. For those X outside the base locus of @, the
line L is mapped by ® onto the conic c. This proves the first
assertion.

For the second assertion, we start by recalling that the
quadric ). contains both lines C and K. Note that both C
and K are in @’s base locus. If X € L is the point of inter-
section between L and C, then the two lines on the quadric
Q. that pass through X are L and C. By our definition of ~,
we have that v(X) is the point of intersection between L’
and C. The same reasoning applies to the point of intersec-
tion between L and K. O

Proposition 53. Every vertex V' in the graph € corresponds
to a point V' in the arrangement X, and thus gives rise to a
line Ly := ®~1(®(V)). Every edge E between two ver-
tices V4 and V5 corresponds to an image conic ®(V; V V3),
and thus gives rise to an isomorphism g : Ly, — Ly, as
in Lemma 54. By construction of g as seen in the proof of
Lemma 54, we see that vg sends V; to V5.

We start by assuming that the component € is a spanning
tree. In that case, we can start at any vertex V; and pick
a generic point V] on the line Ly,. For any neighboring
vertex V5 connected to V; by the edge E, we define V :=
~vE(V{). By Lemma 54, the lines V; V V5 and V{ V V4 have
the same image under ®. Continuing like this throughout
the whole component &€, we construct an arrangement X'
with ®(X) = ®(X’). By varying V{ on the line Ly,, we
see that this family of arrangements X’ is one-dimensional.

If € contains a cycle, then we consider any vertex V; on
the cycle and, by composing all the edge maps vz along the
cycle, we obtain an automorphism vy, : Ly, — Ly, . Since
Ly, is a projective line, every such automorphism has either
exactly two fixpoints or is the identity. We already know
from Lemma 54 that yy, has the two fixpoints Ly, N C and
Ly, N K. Since V; is a point in the original arrangement X,
the point V; must also be a fixpoint of -y, , which shows that
v, must be the identity. Since this holds for every cycle in
the connected graph €, we can — as in the case of spanning
trees — start at any vertex V; and with any point V; on the
line Ly, and then use the graph maps g to define an ar-
rangement X’ with the same image under ® as the original
arrangement X . O

Corollary 55. For m = 1, the Reconstruction Problem 14
is never minimal.

Proof. We can understand the domain (P x X)/G of the
joint-camera map &1 by modding out the group G from
the camera space P. Indeed, modulo the group G, every
equivalence class of cameras in (18) is represented by a tu-
ple (I5,(0:0:0:1)V(a:5:0:0),C: (v:t) = (av:



bv : 0:t)), where a® + b* = 1. We consider a generic such
camera representative and a generic arrangement X € X.
Let ® be the picture-taking map of that camera. By Lem-
mas 50 and 51, we may assume that {5 = ¢; = py = 0.
Then, by Proposition 53, there is an n-dimensional family
of arrangements X’ € X with ®(X’) = ®(X), where n
is the number of connected components of &. Hence, the
dimension of the fiber of ®(X) under the joint-camera map
®M) is at least 7 > 0, and so the reconstruction problem
cannot be minimal. O

This concludes the proof of Theorem 17.

9.8. Straight-Cayley cameras

In this section, we prove the statements from Section 7.

Proposition 18. To find the curve on which the camera cen-
ter in (22) moves, we first substitute a for u — ug and
then eliminate a from (22). This is what the following
Macaulay?2 [20] computation does:

restart
C2R = ¢ —> matrix {
{c_(0,0)"2-c_(1,0)"2-c_(2,0)"2+1,
2+%c_(0,0)*c_(1,0)+2xc_(2,0),
2+xc_(0,0)*c_(2,0)=-2%c_(1,0)},
{2xc_(0,0)*c_(1,0)-2xc_(2,0),
-c_(0,0)"2+c_(1,0)"2-c_(2,0) "2+1,
2+xc_(1,0)*c_(2,0)+2%c_(0,0)},
{2xc_(0,0)*c_(2,0)+2%c_(1,0),
2xc_(1,0)*c_(2,0)-2%c_(0,0),
-c_(0,0)"2-c_(1,0)"24+c_(2,0) "2+1}

Rng = QQla,c_1..c_3,0_1..0_3,t_1..t_3,

v_1l..v_3]

= genericMatrix (Rng,c_1,3

= genericMatrix (Rng,o_1,3,
genericMatrix (Rng,t_1,3

= genericMatrix (Rng,v_1,3

Rd = C2R(ax0)

—— Non-normalized Cayley matrix of rotations

d = 1+a"2*0_1"2+a"2*0_2"2+a"2%0_3"2

—— The denominator to normalize R

—-— Equations for the camera center C

—— in the world coordinate system

e = flatten entries (dxC +

transpose (Rd) x (a*xV+T))

—— Avoid the components for d=0

eMinusD = saturate (ideal (e), ideal (d))

-— Eliminate a

Rne = QQ[flatten entries (vars Rng)_{1..12}]

curve = sub(eliminate({a},eMinusD), Rne)

< H OO
Il

The last line computes the ideal of the curve C along which
the camera center moves. By plugging in random values for
the parameters o;,%;, v, we see that the ideal describes a
twisted cubic curve in the variables ¢y, ¢s, c3.

The projection matrix P(a) and the rolling planes map
YV (a) can be computed as follows:

P = Rd| (d* (a*V+T))
Sigma = matrix{{1,0,-a}}«P

Again, by plugging in random values for the parameters
0i,t;, v, we see that the rolling planes map XV is of de-
gree four in a. This means that for a generic space point
X, there are four solutions in a such that X is contained in
the rolling plane 3(a). Each such solution a gives rise to an
image point P(a) - X. O

Proof of Theorem 19. We continue to work with the
Macaulay?2 code from above. First, we can check for
every choice of parameters that either 3(0) N 3(1) or
3(0) N X(2) is a line (and not a plane):

Mlsmall = sub(Sigma, a => 0)

|| sub(Sigma, a => 1)

Ilsmall = sub (minors(2,Mlsmall), Rne)
M2small = sub(Sigma, a => 0)

|| sub(Sigma, a => 2)

I2small = sub (minors(2,M2small), Rne)
radical (Ilsmall+I2small) == ideal 1_Rne

Hence, if all rolling planes are supposed to intersect in a
line K, then K has to be one of those two lines. This means
that we have to express the condition that 3(0) N X(4) (for
i € {1,2}) being a line implies that it is contained in all
rolling planes ¥ (a). These conditions are encoded in the
following ideals I1 and I2:

M1l = Mlsmall ||
M2 = M2small ||
I1 = minors (3,M1
I2 = minors (3,M2

Sigma
Sigma
)
)

Since the conditions are supposed to hold for all choices of
a, when viewing the elements in I1+I2 as polynomials in
a, all of their coefficients have to be zero. We collect all
those coefficients in an ideal T and decompose it into prime
ideals:

Rng2 = Rnela]
L = flatten entries gens sub(I1+I2, Rng2)
I = sub(ideal flatten apply(L, eq —>
flatten entries last
coefficients eq), Rne)
dec = decompose I



This yields 5 prime ideals:

I := (v3,03,00 + 1),

Iy := (v3,01,03 + 03 + 02),

I3 := (v3,03t; — 01t3 + 0101, 205 + 203 + 305 + 1,
202 + 03 + 1,209t2 + 13 — t% + 2tgv; — 03,
20102t + 01t1 — o3tz + 03v1),

I := (t3 — v1,03,200 + 1,407 + 1),

I5 := (v3,t3 — v1,t1,03,01).

The ideals Iy, I, I5 appear in Theorem 19. The ideal I,
does not have any real solutions due to its last quadratic gen-
erator. Finally, all real solutions of I3 are already contained
in the zero sets of I; and I5. We can see the latter claim by
using the generator 202 + 0o + 1 € I3: After substituting
09 — —20% — 1, the generator 203 + 202 + 302 + 1 becomes
801 +20? +203, whose only real solutions are 0; = 0 = o03.
In that case, o, becomes —1, and all real solutions of I3 are
already solutions of I; and I5. This concludes the proof of
the first part of Theorem 19.

To see that the camera moves along a twisted cubic curve
for a generic choice of parameters in each of the three com-
ponents described by I1, 5, I5, it is sufficient to verify this
at a single example for each component. This is done in
Examples 21 to 23.

When imposing the conditions in ideal I; on the rolling
planes map XV, we see as follows that it becomes linear:

Sigmal = sub(Sigma, {v_3 => 0, o_3 => 0,
o_2 => -1})

factorl = gcd flatten entries Sigmal
1/factorl*Sigmal

This reveals for parameters in the zero set of I; that XV is

the birational map a — (1,0, a, —ats + avy + ¢1). Since

>V is linear in a, such a RS camera has order one.
Similarly, for the ideal I5, the code

use Rng

Sigma2 = sub(Sigma, {v_3 => 0,
o_1 => 0})

factor2 = first flatten entries

sub (Sigma2, Rng/ideal (o_2"2+0_3"2+0_2))
1/factor2xSigma2

shows that XV, when restricted to parameters in the zero set
of I, is the linear map a — (1,203a, —202a — a, —ats +
avy + t1), and the RS camera has order one.

For parameters in the zero set of I5, an analogous com-
putation as for /1 shows that XV becomes the cubic map

a s (1 —a%03(02 +2), 0, a(a?03 — 205 — 1), 0). (38)

There are two ways how this map can become linear: One
possibility is 0o = 0, but then the parameters would be con-
tained in the solution set of /5. If 0o # 0, the map (38) can
only become linear if its quadratic entry divides its cubic en-
try. This would mean that 1—a?05(02+2) and a?03—20,—1
are equal up to scaling by a constant that is allowed to de-
pend on oy but not on a. This constant would have to be
—202 — 1, so we would get

—200 — 1+ a%02(02 + 2)(205 + 1) = a?05 — 205 — 1

for all a, i.e., (02 + 2)(202 + 1) = 05. The latter is equiv-
alent to (03 + 1)2 = 0, i.e.,, oo = —1, but in that case the
parameters would be already contained in the zero locus of
I,. Hence, for generic parameters in the zero set of I, the
rolling planes map XV is cubic, and it is linear if and only if
the parameters are also contained in the zero locus of either
I or I5. O

Proof of Proposition 20. For parameters in the zero locus
of I, we can compute ® as follows: Given a space point X,
we begin by finding the unique a such that X is contained
in the plane X (a):

RX = QQ[gens Rng,x_1..x_3,x_0]
X = matrix{toList(x_1..x_3)|{x_0}}

1inX = (sub(Sigmal, RX) xtranspose (X))_(0,0)

aX0 = - sub(linX, a => 0)
aXl = (1inX + aX0)/a
aX = aX0 / aXl

Then, we can plug that parameter a into the projection ma-
trix P and use it to take a picture of X:

PX = sub(sub(P,RX), {v_3 => 0, o_3 => 0,
o_ 2 => -1, a => aX})
Phi = (aXl) "3xPXxtranspose (X)

The resulting map has entries of degree four in X. It is
enough to observe in an example that those entries do not
have any common factor; for that, see Example 21. We can
proceed analogously for the ideal I5. O

10. Diagram of the relationships between pa-
rameter spaces of rolling shutter cameras

The following diagram shows the relationships of the pa-
rameter spaces of RS cameras we discussed in this paper, as
well as the mathematical objects that go into their respective
definitions.
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Dashed arrows indicate using building blocks to con-
struct parameter spaces. Normal arrows indicate passing
to a special case. Hooked arrows are set inclusions.

11. Details for Figure 5

Figure 6. Example 21. The camera center C' (cyan) moves along
a twisted cubic C. All rolling planes 3 (black) intersect in the line
K =(0:X3:Xo:Xo) (magenta). C intersects K in the two
non-real conjugate points (0 :4:1:1)and (0: —¢:1:1).

S

Figure 7. Example 22. The camera center (' (cyan) moves along
a twisted cubic C. All rolling planes X (black) intersect in the line
K =(0:Xo: X3 : Xo) (magenta). C intersects K in (0:0:1:
0)and (0:1:—1:1).
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Figure 8. Example 23. The camera center ' (cyan) moves along
a twisted cubic C. All rolling planes X (black) intersect in the line

(0: X5 :0: Xo) (magenta). C does not intersect K.
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