
A. Additional Material: Presentation Video

We have described our results in an easily accessible
manner on our project page, where a brief presentation
video is also available. The link to the project page is
as follows: https://micv-yonsei.github.io/
storm2025/.

B. Implementation Details

We discuss the hyperparameter settings and selection of ob-
ject and attribute tokens (Section B.1 and Section B.2).

B.1. Hyperparameter Details

In this section, we detail the hyperparameter settings used
in our implementation, ensuring alignment with previous
models for a fair comparison. We adopt a scale factor of 20
and a scale range of (1.0, 0.5), consistent with prior work,
to maintain uniformity in updating the denoised latent zt
across denoising steps. Similarly, the Gaussian smoothing
parameters, such as the standard deviation (σ) of 0.5 and the
kernel size of 3, are set identically to those in other models.
Optimization is applied only for the first 25 timesteps, as
in prior work, to prevent quality degradation in the gener-
ated image. This ensures that modifications primarily en-
hance spatial awareness during the critical early denoising
stages while preserving overall image fidelity in later stages.
For timesteps t ∈ 5, 10, 15, 20, additional iterations are per-
formed during optimization if the specific target values of
0.05, 0.01, 0.005, and 0.001 are not achieved. The opti-
mization process ensures that the model converges toward
these precise thresholds, with a maximum of 30 iterations
allowed for each timestep.

B.2. Selection of Object and Attribute Tokens

We utilize a part-of-speech (POS) tagger to extract nouns
(object tokens) and adjectives (attribute tokens) from the
given prompt. Additionally, users have the flexibility to
manually specify tokens of interest, a method consistent
with approaches employed in previous studies [2, 4, 9, 10],
allowing for further customization and refinement based
on specific requirements. These tokens are then analyzed
through attention maps to ensure the model focuses more ef-
fectively on the identified tokens. For tokens conveying po-
sitional information (e.g., ”on the left,” ”next to,” ”above”),
the model leverages the extracted spatial context from the
text prompt to guide its operations. The explicitly stated po-
sitional information dynamically adjusts the attention maps
of both object and attribute tokens, ensuring that spatial re-
lationships in the prompt are accurately reflected in the gen-
erated output.

C. Method Details
In this section, we discuss details of reference point and tar-
get distribution (Section C.1 and Section C.2, respectively),
details of ST Cost (Section C.3), Sinkhorn algorithm-based
Transport Plan (Section C.4), and algorithm of our method
(Section C.5).

C.1. Reference Centroid Positioning
The reference point is defined as the centroid of the atten-
tion map for the relative object, serving as an anchor for
spatial adjustments. This centroid guides the placement of
the target distribution, ensuring that the source distribution
aligns accurately with the desired spatial relationship. The
centroid coordinates along the horizontal and vertical di-
mensions are computed as follows:
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(1)
Here, Aij represents the attention value at position (i, j) in
the attention map A. The computed values, jA and iA, cor-
respond to the centroid positions along the horizontal and
vertical axes, respectively, obtained as weighted averages
over each dimension.

C.2. Target Distribution

The target distribution is an arbitrary distribution represent-
ing the desired position of the source distribution relative
to the reference point. To model this, we adopt a circu-
lar Gaussian distribution, providing a probabilistic repre-
sentation of the object’s spatial presence. This formulation
allows the distribution to adapt dynamically based on the
specified spatial constraints at each timestep. The reference
point determines the centroid of the Gaussian distribution
(see Section C.1 for details on reference point computa-
tion). To compute this centroid, we consider the relative
spatial relationship (left, right, above, below) with respect
to the reference point (jref, iref). The centroid is defined
as follows, where N represents the size of one dimension
of the image: c← = ( 0+jref

2 , N
2 ), c

→ = (N+jref
2 , N

2 ), c
↑ =

(N2 ,
0+iref

2 ), c↓ = (N2 ,
N+iref

2 ). Each arrow corresponds to a
specific spatial direction. After computing the centroid of
the target Gaussian distribution, the final target distribution
is defined as:

D(x, y) = exp
(
− (x− cx)

2 + (y − cy)
2

2σ2

)
, (2)

where cx and cy denote the centroid coordinates along the
horizontal (x) and vertical (y) dimensions, respectively.

C.3. Details of ST Cost

Details of ω. In Equation 2 of the main paper, ω repre-
sents the progressive adaptive weights in the Spatial Trans-
port (ST) cost function. It controls the trade-off between
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aligning the source distribution in the desired direction and
penalizing movement in restricted directions. ω is defined
as:

ω(t) = 1 + (ωmax − 1)(1− e−kt), (3)

where t represents the timestep and ωmax is the maximum
weight value, and k is a constant controlling the rate of in-
crease. In our experimental setting, we set ωmax to 100. A
higher ω emphasizes precise alignment in the desired di-
rection, potentially sacrificing flexibility, whereas a lower ω
may allow more flexibility but reduce positional accuracy.
It gradually increases in later steps to enforce precise posi-
tioning and ensure smooth movement that maintains image
quality. Starting with a lower ω for flexibility, it gradually
increases in later steps to enforce precise positioning and
ensure smooth movement that maintains image quality. Fur-
ther details on the selection of ω values are provided in the
ablation studies (Section E.1.1).

Details of Cost. Since Cij (refer to Equation 3 in the main
paper) is evaluated only along a specific dimension, we ex-
tend it to the other axis by integrating 1N along that dimen-
sion. This extension is formulated as Cst = Cflat ⊗ 1N ,
where Cflat represents the flattened version of Cij (refer
Equation 3 in the main paper) and N is the number of
patches (n × n). To ensure an optimal transport plan that
accounts for positional relationships, we also incorporate
the standard OT cost matrix, following traditional OT for-
mulations to quantify the spatial cost of transporting mass
between distributions. To construct this matrix, we compute
the p-norm distance between all possible pairs of points in
the source and target distributions. First, the source and tar-
get distributions are represented as 2D grids of dimensions
H (height) and W (width). Each grid is then converted into
a list of patch coordinates, (i, j) for the source and (k, l) for
the target, capturing all possible spatial locations. For each
pair of coordinates (i, j) and (k, l), we compute the p-norm
distance defined as:

dp((i, j), (k, l)) = (|i− k|p + |j − l|p)1/p (4)

The cost matrix Cdist is constructed by taking the p-th power
of these distances, resulting in :

Cdist
uv = (|iu − kv|p + |ju − lv|p), (5)

where Cdist
uv is the cost of transporting mass from the u-th

coordinates in the source to the v-th coordinate in the target.
Finally, the overall cost matrix is defined as:

C = λCdist + (1− λ)Cst, (6)

where λ = 0.01 is chosen to minimize the influence of un-
certainty in the target distribution.

Optimization for Objects. We simplify by removing
position-based terms, focusing solely on ensuring that ob-
jects do not overlap. This is expressed as Cst = Aflat ⊗ 1N ,
while Cdist operates in the same manner as described above.

C.4. Sinkhorn Algorithm-based Transport Plan

Once the cost function is established, the next step is to
compute a transport plan P that minimizes this cost. To
solve this OT problem efficiently, we employ the Sinkhorn
algorithm, an iterative approach that introduces an entropic
regularization term to the standard OT objectives. The reg-
ularization term ensures that P becomes more evenly dis-
tributed and computationally stable, particularly for high-
dimensional attention maps. The cost matrix C obtained
from the customized cost function (ST Cost), encodes the
spatial alignment objectives between the source and target
distributions. For instance, Cuv represents the alignment
cost between source position u and target position v. The
regularized OT problem is formulated as:

min
P≥0

N∑
u=1

N∑
v=1

CuvPuv − λ

N∑
u=1

N∑
v=1

Puv(logPuv − 1),

(7)
where λ controls the strength of the entropic regularization.
The transport plan P is initialized as a uniform matrix and
iteratively refined to satisfy the marginal constraints defined
by the source (A) and target (B) distributions. To satisfy
the row and column marginals, A and B, the Sinkhorn al-
gorithm alternately updates the scaling vectors u and v as
follows:

u←− A

Pv
, v←− B

P⊤u
. (8)

At each step, these updates ensure that the rows and
columns of P sum to the respective marginal distributions.
The algorithm iterates until the constraints are satisfied
within a predefined tolerance. To ensure spatial consistency,
the cost function is applied bi-directionally. If the position
of A is adjusted using B as a reference, the reverse opera-
tion is also performed, adjusting B using A.

C.5. Algorithm

Algorithm 1 provides an overview of the denoising process
using STORM, which includes the update and optimization
process.

D. Evaluation Metrics and Datasets

This section provides a comprehensive overview of the
three primary metrics [3, 6, 7], along with the details of
the user studies presented in the main paper. Additionally,
it includes descriptions of the datasets used for calculating
each metric.



Algorithm 1 A Denoising Step using STORM

Input:
- A text prompt P
- Attention map keys K = {source, reference}
- Current timestep t
- Iterations for refinement {t1, . . . , tk}
- Thresholds {T1, . . . , Tk}
- Trained Stable Diffusion model SD
Output:
- A noised latent zt−1 for the next timestep

1: , At ← SD(zt,P, t) ▷ Obtain attention map At from SD.
2: At ← Softmax(At − ⟨sot⟩) ▷ Apply softmax to exclude

special tokens.
3: A ← {} ▷ Initialize attention map dictionary.
4: C ← {} ▷ Initialize centroid dictionary.
5: for k ∈ K do ▷ Process all specified attention keys.
6: A[k]← At[:, :, k] ▷ Extract attention map for key k.
7: C[k]← ComputeCentroid(A[k]) ▷ Compute centroid for

key k.
8: end for
9: Asource

t ← A[source]
10: csource ← C[source]
11: Aref

t ← A[reference]
12: cref ← C[reference]
13: Dtarget ← Gaussian(cref) ▷ Target Distribution based on

Gaussian or Spatial Prior aligned with cref.
14: C ← ST Cost(Asource

t , cref, Dtarget) ▷ Compute cost matrix
using centroids.

15: T ← Sinkhorn(Asource
t , Dtarget, C) ▷ Compute transport plan.

16: L ←
∑
T · C ▷ Calculate st loss.

17: z′t ← zt − αt · ∇ztL ▷ Update latent zt using gradient.
18: if t ∈ {t1, . . . , tk} then ▷ Check if iterative refinement is

needed.
19: if L > 1− Tt then ▷ Compare loss against threshold Tt.
20: zt ← z′t
21: Go to Step 1
22: end if
23: end if
24: zt−1, ← SD(z′t,P, t) ▷ Obtain updated latent zt−1.
25: Return zt−1

D.1. VISOR metric

The VISOR (Verifying Spatial Object Relationships) eval-
uates the spatial reasoning capabilities of T2I models by
assessing how accurately they generate images that reflect
the spatial relationships described in text prompts. The key
components of VISOR are defined as follows:

Object Accuracy (OA) Object Accuracy (OA) measures
whether both objects specified in the text prompt are present
in the generated image. It is computed as OA(x,A,B) =
1h(x)(∃A ∩ ∃B), 1 if both A and B are detected in image

x, otherwise 0. OA measures object presence using OWL-
ViT [11], a pre-trained open-vocabulary object detector.

VISORuncond The VISORuncond evaluates spatial correct-
ness by determining whether the generated spatial relation-
ship aligns with the ground truth relationship specified in
the text prompt. It assesses both the presence of the objects
in the generated image and whether their spatial arrange-
ment accurately reflects the prompt description.

VISORuncond(x,A,B,R) =

{
1, if (Rgen = R) ∧ (∃A ∩ ∃B),

0, otherwise,
(9)

where Rgen indicates the spatial relationship detected be-
tween objects in the generated image, and R denotes the
ground truth relationship specified in the text prompt. The
term ∃A ∩ ∃B indicates that both objects A and B are de-
tected in the image. This metric provides a holistic evalua-
tion of the model’s ability to both generate objects and accu-
rately position them according to the specified spatial rela-
tionships. Unlike metrics that strictly require the detection
of both objects, VISORuncond captures a more comprehen-
sive view of the model’s real-world performance. For exam-
ple, given the prompt “A cat to the left of a dog”, if the gen-
erated image contains both a cat and a dog with a cat posi-
tioned correctly to the left of a dog, then: VISORuncond = 1.
Otherwise, VISORuncond = 0.

VISORcond This metric evaluates spatial correctness only
when both objects are correctly generated in the image. The
spatial relationship is determined using centroid-based rules
(e.g., xA < xB implies A is to the left of B). For example,
given the prompt “A cat to the left of a dog,” only generated
images that contain both a cat and a dog are considered for
evaluation. If the cat is correctly positioned to the left of the
dog, then VISORcond = 1. Otherwise, 0.

VISORn VISORn measures the probability of generating
a least n spatially correct images for a given text prompt
when multiple images are generated. If reflects a model’s
practical utility for users who select from multiple outputs,
capturing its consistency in producing spatially accurate
generations.

SR2D Dataset The SR2D (Spatial Relationships in 2D)
dataset is specifically curated to evaluate spatial reasoning
in T2I models. It contains 25,280 text prompts describ-
ing spatial relationships (e.g., left, right, above, below) be-
tween pairs of objects. The objects are drawn from 80
categories based on the MS-COCO dataset. Prompts are
generated using predefined templates (e.g., “A [object A]
to the left of a [object B]”) to ensure linguistic clarity and
consistency. Spatial relationships are uniformly represented



across all object pairs, providing a standardized evaluation
framework. For each prompt, multiple images are generated
and assessed using VISOR and related metrics, offering in-
sights into model performance on spatial reasoning tasks.

D.2. T2I-CompBench

We evaluate spatial relationships and attribute binding
through T2I-CompBench Framework [7], which provides
a comprehensive evaluation of T2I synthesis performance.

Spatial Alignment Spatial relationships serve as a key
sub-category for evaluating T2I synthesis. The benchmark
defines spatial relationships between objects using terms
such as left, right, top, bottom, next to, near, and on the side
of. For “left”, “right”, “top,” and “bottom”, spatial relation-
ships are evaluated by comparing the relative positions of
the centers of bounding boxes for two objects in the gener-
ated image. Specifically, an object A is considered to be on
the left of object B if: x1 < x2, |x1 − x2| > |y1 − y2|,and
mIoU < 0.1, where and (x1, y1) and (x2, y2) represent the
center coordinates of objects A and B, respectively. For
“near to”, “near”, and “on the side of,” these relationships
are determined based on the distances between bounding
box centers of two objects relative to a predefined thresh-
old. To detect objects and determine their spatial positions,
UniDet [14], a pre-trained object detection model, is uti-
lized.

Attribute Binding Attribute binding in T2I-CompBench
evaluates whether attributes such as color, shape, and tex-
ture are correctly associated with the corresponding objects
in the generated images.
• Texture Binding: Assesses the model’s ability to asso-

ciate texture descriptors (e.g., “fluffy,” “metallic”) with
the correct objects. Prompts such as “A rubber ball and a
plastic bottle” test texture-related attribute binding. Tex-
ture descriptors are generated from predefined attributes,
including “wooden”, “glass”, and “fabric”.

• Color Binding: Evaluates whether colors are correctly as-
signed to the objects mentioned in the prompt. For exam-
ple, the prompt “A blue backpack and a red bench” tests
whether the correct colors are applied to the respective
objects. Color confusion is a common issue when multi-
ple objects and attributes coexist within a prompt.

• Shape Binding: Focuses on correctly binding shape
descriptors (e.g., “rectangular”, “circular”) to objects.
Prompts such as “An oval sink and a rectangular mir-
ror” evaluate shape-related accuracy. Shape descriptors
include common geometric terms such as “cubic,” “pyra-
midal,” and “circular”.

The evaluation utilizes the BLIP-VQA [8] model for a fine-
grained assessment of object attribute alignment. BLIP-

VQA takes a generated image as input and answers ques-
tions about object-attribute pairs (e.g., “A green bench?”,
“A red car?”). The model assigns probabilities to each an-
swer (“Yes” or “No”), which are used to compute an over-
all attribute-binding score. The final score is calculated as
the product of the probabilities for all attribute-related ques-
tions: score = P (‘A green bench?’)×P (‘A red car?’). T2I-
CompBench systematically evaluates the model’s capabil-
ity to handle both spatial relationships and attribute binding
by providing structured text prompts and analyzing whether
the generated images meet the specified constraints.

Dataset T2I-CompBench is a benchmark consisting of
6,000 text prompts generated using predefined templates
and ChatGPT [1]. Each sub-category (e.g., Color, Shape,
Texture) includes 1,000 prompts, with 700 used for training
and 300 for testing.

D.3. TIFA

The TIFA (Text-to-Image Faithfulness Evaluation) met-
ric [6] is designed to measure the alignment between gen-
erated images and their corresponding input text prompts.
Unlike traditional metrics such as the FID score, which pri-
marily evaluates the visual quality of images, TIFA empha-
sizes semantic consistency, assessing whether the content
of an image faithfully represents the objects, attributes, and
relationships described in the text. TIFA operates by gen-
erating targeted questions based on the input text, leverag-
ing large language models such as LLaMA2 [13] to iden-
tify key objects, attributes, and spatial relationships. These
questions are designed to ensure alignment between the im-
age and the prompt. For example, given the text prompt “A
red apple to the left of a green mug,” the model generates
queries such as, “What color is the apple?” or “What object
is on the left of the mug?”. The generated questions are then
directed at the output image using a Visual Question An-
swering (VQA) system. TIFA typically employs advanced
VQA models, such as Owl-ViT [11] or BLIP (Bootstrapped
Language-Image Pretraining) [8], to extract objects and at-
tributes from the image and provide answers to the posed
questions. At this stage, the system maps detected objects
and their attributes in the image to the corresponding text-
based questions, ensuring semantically relevant responses.
Finally, TIFA evaluates the degree of alignment between the
generated answers and the expected responses inferred from
the input text. High semantic accuracy results in higher
scores, while inconsistencies lead to lower scores. Through
this process, TIFA quantitatively measures the semantic fi-
delity between text and image, offering a robust assessment
of how well a model adheres to textual descriptions during
image generation.



Dataset. The dataset used to compute this metric is based
on the same datasets utilized by preceding models [2, 4,
9, 10]. The text prompts fall into three categories: (1)
“a [animal A] and a [animal B]”, (2) “a [animal] and a
[color][object],”, and (3) “a [colorA][objectA] and a [col-
orB][objectB]”. These prompts are constructed using 12 an-
imals, 12 objects, and 11 colors. Each prompt incorporates
a subject-color combination, with colors randomly assigned
to each subject. This process results in 66 combinations
for animal-animal and object-object pairs, along with 144
animal-object pairs. Each prompt is then used to generate
64 images with 64 random seeds, ensuring a diverse evalu-
ation of model performance.

D.4. User Studies

We conducted a user study to evaluate our STORM model
based on its ability to generate images that align with de-
tailed text prompts. We created 10 custom prompts, each
describing specific objects, attributes, and spatial relation-
ships. Using different random seeds, we generated cor-
responding images with various T2I training-free models.
These images were evaluated by 30 participants, who rated
them on a scale from 1 (lowest) to 5 (highest) across four
criteria: (1) object accuracy, (2) attribute matching, (3) spa-
tial correctness, and (4) overall fidelity. The total score for
each model within a given criterion was obtained by sum-
ming the scores across all participants. To compare perfor-
mance, we calculated the percentage score of the i-th model
as the ratio of its total score of all models evaluated within
that criterion, using the following formula:

Percentage Score (%) =

(
Si∑N
j=1 Sj

)
× 100 (10)

where Si represents the total score of the i-th model within
a given criterion, and

∑N
j=1 Sj is the sum of the total scores

for all models within that criterion, and N is the total num-
ber of models. For example, in the spatial correctness
criterion, the total scores were 460 for SD, 514 for At-
tend&Excite, 507 for Divide&Bind, 512 for INITNO, s for
CONFORM, and 1399 for STORM. The percentage score
for STORM in this criterion was calculated as:

1399

460 + 514 + 507 + 512 + 503 + 1399
× 100 ≈ 35.92%

(11)
This process was repeated for each criterion and model,
with results rounded to the third decimal place.

E. Additional Experiments
E.1. Additional Ablation Study

We construct an additional ablation study on varying ω val-
ues (Section E.1.1) and the effects of applying STO for

Table 1. Ablation study on ω values, comparing fixed settings
(ω = 1, 50, 100) with our dynamically adjusted ω(t), evaluated
on OA(%) and VISOR metrics. It shows lower ω performs poorly,
while moderate and high fixed ω improve alignment. Our dy-
namic ω(t) achieves the best performance by balancing flexibility
in early timesteps and precision in later timesteps.

Values of ω OA (%) VISOR

uncond cond 1 2 3 4

1 39.05 33.57 85.98 66.45 41.40 20.09 6.52
50 60.73 55.65 91.64 83.81 69.09 47.82 21.91
100 58.67 54.67 93.18 83.62 67.74 45.89 21.63
Ours 61.01 57.58 94.39 85.93 69.71 49.01 25.70

shorter durations (Section E.1.2).

E.1.1. Ablation Studies for ω

This ablation study examines the impact of using fixed val-
ues of ω compared to the dynamic adjustment employed
in our approach. In our STORM model, ω is dynamically
updated across timesteps, as defined in Eq. (3). This func-
tion enables ω to gradually increase throughout the diffu-
sion process, maintaining a balance between spatial flexi-
bility in the early steps and precise alignment in later steps.
Table 1 presents an evaluation of VISOR [3] under different
values of ω. The first row, which corresponds to a low ω,
demonstrates poor performance in both OA(%) and VISOR
metrics, particularly in VISOR4. The moderate ω = 50 and
ω = 100 show the improvement in OA and VISOR met-
rics compared to low ω. However, these fixed values of ω
fail to capture the optimal balance across timesteps, as seen
in the lower scores for VISOR4 when compared to our dy-
namically adjusted ω(t). Specifically, a high ω = 100 over-
penalizes deviations, reducing the flexibility needed in early
timesteps, while moderate ω = 50 does not provide suffi-
cient precision in later timesteps. In contrast, our dynami-
cally adjusted ω(t) achieves the best performance across all
metrics. By gradually increasing ω throughout the diffusion
process, our model effectively balances early-stage flexibil-
ity with late-stage spatial accuracy. This dynamic adjust-
ment leads to superior results, by the significant improve-
ments in VISOR4 (25.70%) and VISORuncond (57.58%).

E.1.2. Ablation Studies for applying STO through
Timestep

In Table 2, we present an ablation study evaluating the ef-
fect of applying STO over different timestep ranges. In the
main paper, STO was applied during the later stages of gen-
eration, specifically in the ranges 19–24, 13–24, 7–24, and
1–24, focusing on its impact when image details are refined
(see Fig. 3 for more results). Here, we shift our attention to
earlier timesteps, applying STO in the ranges 1-6 (Exp.#1),



Table 2. Ablation study on the impact of applying STO at different
timesteps. Exp.#A0 represents the baseline results from SD with-
out STO. From Exp.#A1 to Exp.#A4, STO is progressively applied
over increasing timestep ranges: 1–6, 1–12, 1–18, and 1–24.

#Exp. OA (%) VISOR

uncond cond 1 2 3 4

0 (SD) 29.86 18.81 62.98 46.60 20.11 6.89 1.64
1 49.00 43.45 88.67 75.92 53.53 31.70 12.71
2 56.17 51.33 91.37 81.62 63.56 41.35 18.92
3 59.05 54.30 91.96 82.73 66.29 45.64 22.74

4 (Ours) 61.01 57.58 94.39 85.93 69.71 49.01 25.70

1-12 (Exp.#2), 1-18 (Exp.#3), and 1-24 (Exp.#4). This al-
lows us to examine its effectiveness during the early stages
of generation, where the model primarily establishes the
structural layout and ensures broader spatial consistency.
As shown in Table 2, optimizing over a longer timestep
range yields better results than optimizing over a smaller
range. However, when analyzing the overall VISOR scores,
we observe that they are significantly higher than those pre-
sented in Table 4 of the main paper. This suggests that ap-
plying STO during the early timesteps is particularly ben-
eficial as it enables better spatial adjustments in the initial
stages of generation, ultimately leading to improved overall
performance.

E.2. Additional Qualitative Results

E.2.1. Synergy with Stronger Text Encoder

Powerful text encoders have been proposed to address spa-
tial alignment in T2I synthesis, with ELLA [5] being a
prominent example. We leverage STORM’s training-free
characteristic to integrate it with ELLA [5], and we ex-
perimentally validate the effectiveness of this combination
on the VISOR benchmark. As shown in Table 3, adding
STORM (training-free) to ELLA achieves noticeably bet-
ter results. Fig. 2 further provides a visual demonstration
of this improvement, illustrating how our training-free ap-
proach can complement advanced text-encoder-based meth-
ods for spatial alignment.

Table 3. Quantitative results on the VISOR benchmark by com-
bining STORM with ELLA.

model OA VISOR (cond) VISOR (uncond)
SD 1.5 28.49 62.94 17.93
SD 1.5 + ELLA (fixed) 52.7 67.31 35.48
SD 1.5 + ELLA (flexible) 54.33 67.51 36.68
SD 1.5 + STORM 62.03 90.82 56.33

E.3. Additional Visualization

We provide additional visualizations to further support our
results. These include comparisons between Stable Diffu-
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Figure 2. Comparison of results from ELLA and ELLA + STORM
using SD 1.5.

sion (SD) and our method on the SR2D dataset (Section
E.2.1), qualitative results for both SD 1.4 and SD 2.1 (Sec-
tion E.2.2), visualizations of attention maps across denois-
ing timesteps (Section E.2.3), additional ablation visualiza-
tions illustrating the effect of applying STO during the de-
noising process (Section E.2.4), and positional variations
observed within the same seed (Section E.2.5).

Note. Full-page figures are placed at the bottom of the
document.

E.3.1. Comparison between SD and Ours

As illustrated in Fig. 7, we provide additional visualization
on stable diffusion [12] and ours using SR2D Dataset [3].
Our model, STORM, demonstrates a remarkable ability to
accurately position objects in the desired locations.

E.3.2. Additional Qualitative Results

In Fig. 8 and Fig. 9, we present the qualitative compar-
isons between Stable Diffusion 1.4 [12] and other state-
of-the-art methods [2, 4, 9, 10]. Our model excels in ac-
curately matching attributes while ensuring that all objects
are distinctly generated without overlaps. Moreover, un-
like other methods that often struggle with positional ac-
curacy, our approach consistently maintains precise spatial
arrangements, demonstrating superior performance. To fur-
ther validate our findings, we conducted the same qualita-
tive comparisons across all methods using Stable Diffusion
2.1 [12]. As shown in Fig. 10 and Fig. 11, our method con-
tinues to exhibit strong spatial understanding, regardless of
the model version. Additionally, it effectively mitigates ob-
ject overlap issues, a common weakness in Stable Diffu-
sion, further highlighting its robustness in generating well-
structured outputs.

E.3.3. Additional Visualization for attention map

We provide extended visualization of attention map pro-
gression throughout the denoising process in Fig. 12 and



Fig. 13. The figure on the far left shows the attention map at
the initial stages of the denoising process, while the subse-
quent figures to the right illustrate the attention maps as the
denoising progresses through later steps. As shown in the
figures, although both models start with the same noise dis-
tribution, they gradually exhibit different patterns. Notably,
our model exhibits a clear tendency to focus on regions re-
quiring refinement, ensuring a precise distribution in those
areas. In contrast, Stable Diffusion often displays scattered
attention distributions, with some cases showing complete
dissipation of attention in certain regions.

E.3.4. Applying STO During the Denoising Process

In Fig. 3, we provide additional visualizations for the abla-
tion study, demonstrating the impact of applying STO dur-
ing the denoising process.

E.3.5. Additional Visualization of Positional Variations

To further validate the effectiveness of our method in un-
derstanding and reflecting spatial prompts, we provide ad-
ditional examples demonstrating the model’s spatial aware-
ness across various object combinations within the spatial
relationships. As shown in Fig. 4, SD exhibits limited spa-
tial awareness, often generating nearly identical images re-
gardless of the given spatial prompts. In contrast, our model
effectively captures and preserves the specified spatial rela-
tionships, demonstrating a superior understanding of spatial
constraints.

E.4. Experiments on Complex, Diverse, and 3D
Positional Prompts

To further evaluate the robustness and versatility of our
model, we conducted additional experiments using (a) com-
plex prompts and (b) diverse positional prompts, as shown
in Fig. 5. Complex prompts involve three or more spatial
relationships, requiring the model to interpret and gener-
ate objects accurately while maintaining overlapping or hi-
erarchical spatial constraints. These experiments demon-
strate that our method effectively captures spatial align-
ment across a wide range of challenging and diverse sce-
narios. Additional results include (a) Complex Prompts,
where prompts contain three or more spatial relationships,
and (b) Diverse Positional Prompts, which extend beyond
left, right, above, and below to include diagonal spatial re-
lationships. Our model successfully captures these intricate
spatial constraints, consistently outperforming Stable Diffu-
sion. We also generate images using 3D positional prompts,
as shown in Fig. 14. Although our approach is fundamen-
tally designed for 2D spatial reasoning, resulting in slightly
fewer natural outcomes compared to 2D scenarios, it sig-
nificantly outperforms other models that entirely disregard

positional cues, demonstrating significantly better genera-
tion quality.

F. Discussion
F.1. Failure Cases
Despite achieving remarkable performance in spatial align-
ment, our method faces challenges with extremely rare
object-attribute combinations and positional prompts re-
quiring three-dimensional spatial reasoning. These diffi-
culties arise from the training-free nature of our approach,
which inherently suffers from data biases and lacks expo-
sure to such uncommon scenarios. For instance, as shown
in the second row of Fig. 6, the model effectively generates
common objects like a “yellow bus”. However, it strug-
gles with rarer combinations, such as a “blue strawberry,”
resulting in either failed generations or outputs with signif-
icantly lower image quality. While our method is capable
of producing a “blue strawberry,” it exhibits a noticeable
degradation in overall image fidelity. Similarly, as seen in
the first row of Fig. 6, placing a “zebra” on the top of an
“umbrella” leads to an unnatural and awkward composition,
highlighting the difficulty of generating plausible outputs
for spatially improbable scenarios. Furthermore, our model
is currently designed to reason within a 2D space, effec-
tively capturing relationships such as left, right, above, and
below. However, since 3D positional cues are not explicitly
considered, the generations for 3D prompts can sometimes
appear less natural or accurate compared to their 2D coun-
terparts (see Fig. 14). Despite these limitations, our method
consistently outperforms others that do not account for spa-
tial relationships, delivering superior results overall.

F.2. Future Works

Our proposed STORM framework effectively mitigates spa-
tial misalignment in training-free T2I synthesis, paving the
way for several promising research directions. One key
avenue for future work is extending STORM to support
multimodal inputs, such as integrating audio or video cues
within text-based prompts. This would enhance the model’s
adaptability across diverse creative applications. Addition-
ally, optimizing the computational efficiency of STO could
enable real-time applications, including interactive art and
game design. Another promising direction involves devel-
oping methods for dynamically optimizing image genera-
tion based on immediate user input, allowing greater flex-
ibility and responsiveness. While this study primarily fo-
cuses on relative positioning (e.g., left, right, above, below),
future research could explore more complex spatial rela-
tionships, such as 3D spatial reasoning and multi-object in-
teractions. Although our model already demonstrates strong
performance in these areas, we believe there is substan-
tial potential for further advancements that could push the
boundaries of spatially aware text-to-image generation.
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A dog to the left of a wine glass

An elephant to the right of a clock
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An orange below a dog
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Figure 3. Additional comparison of results when applying STO at different timesteps. Experiments are organized as follows: no STO
(Exp.#A0), STO applied from timesteps 19-24 (Exp.#A1), 13-24 (Exp.#A2), 7-24 (Exp.#A3), and 1-24 (Exp.#A4). As seen in the images,
earlier STO application improves object positioning and reduces overlap, resulting in more accurately positioned objects.
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Figure 4. Additional Comparison of Spatial Awareness. { position* } in each prompt denotes the spatial relationship in each column (e.g.,
“to the left of”, “to the right of”, “above,” and “below”).
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scarf stands right to a 
mailbox on a snowy path”

“a cat resting on top of a 
bench with flowers below”

“a lamp is positioned next 
to a green sofa, with a 
painting hanging above”

“Spiderman sits on a rooftop 
at sunset, with a coffee cup 

resting to his left”

“a Pikachu standing in a 
flower field with a rainbow 
in the top-right corner”

“a school desk with a 
backpack resting diagonally 
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of the classroom”

“a frog sitting in the 
bottom-right corner of a 
rainy scene, with a car 
positioned to its left"

(a) Complex Prompts

S
D

O
u
rs

(b) Diverse Positional Prompt

“a dog sitting in the center of a 
living room, with a potted plant 
positioned in the northwest corner 

relative to the dog”

Figure 5. Additional results on (a) Complex Prompts: prompts with three or more spatial relationships, and (b) Diverse Positional Prompts:
including not only left, right, above, and below but also diagonal spatial relationships. Our model successfully captures these complex and
diverse spatial constraints, outperforming Stable Diffusion.

“a zebra above an umbrella”

SD Attend & Excite Divide & Bind INITNO CONFORM STORM(OURS)

“a blue strawberry to the left of a yellow bus”

SD Attend & Excite Divide & Bind INITNO CONFORM STORM(OURS)

Figure 6. Limitations. Difficulty handling rare combinations of objects and attributes.
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Figure 7. Comparison between Stable Diffusion 1.5 and ours on SR2D Dataset [3].
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Figure 8. Additional qualitative results using Stable Diffusion 1.4 in comparison with state-of-the-art methods.
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Figure 9. Additional qualitative results using Stable Diffusion 1.4 in comparison with state-of-the-art methods.
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Figure 10. Additional qualitative results using Stable Diffusion 2.1 in comparison with state-of-the-art methods.
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Figure 11. Additional qualitative results using Stable Diffusion 2.1 in comparison with state-of-the-art methods.
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Figure 12. Additional visualizations of the attention map across different denoising timesteps. The leftmost figure represents the visu-
alization of the attention map at the very early denoising steps, and as we move to the right, the figures show the attention maps after
progressively more denoising steps.
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Figure 13. Additional visualizations of the attention map across different denoising timesteps. The leftmost figure represents the visu-
alization of the attention map at the very early denoising steps, and as we move to the right, the figures show the attention maps after
progressively more denoising steps.
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Figure 14. Additional results on 3D positional prompts.
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