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–Appendix–

A. Experiments (cont’d)
A.1. Training budget
We report an extensive comparison of the training budget in addition to Table 2 and 8. Table A.1 shows the performance
improvements of MaskSub compared to training recipes with increased epochs to have the same training costs as MaskSub.
In most cases, MaskSub outperforms its counterparts even with the same training computation costs. The results imply that
MaskSub is a better solution than increasing training epochs to improve model performance. Note that the performance of
MAE finetuning is lower than that of the original epoch since it utilizes the benefits of early stop training to prevent overfitting.
Table A.2 presents a comparison with other training methods using additional augmentations in MAE [9] fine-tuning task.
Similar to Table 8, MaskSub shows the impressive trade-off between performance and computation costs, even in the fine-
tuning task. Fig. A.1 shows training analysis in Fig. 2 with the same training budget setting. We use GPU days as an x-axis
of analysis. MaskSub is effective for loss convergence and accuracy, even considering the additional training budget.

Table A.1. Comparison under the equivalent training budget. All trainings are conducted on NVIDIA V100 8 GPUs. GPU days refer
to the number of days required for training when using a single V100 GPU.

Architecture Training recipe +MaskSub Epochs GPU days Accuracy

DeiT-III
Training

ViT-S/16
DeiT-III

- 600 22 80.7
✔ 400 22 81.2 (+0.5)

DeiT-III
- 1200 45 81.6
✔ 800 44 81.7 (+0.1)

ViT-B/16
DeiT-III

- 600 26 83.7
✔ 400 25 84.1 (+0.4)

DeiT-III
- 1200 52 83.8
✔ 800 50 84.2 (+0.4)

MAE
Finetuning

ViT-B/16 MAE Finetune
- 150 9 83.5
✔ 100 9 83.9 (+0.4)

ViT-L/16 MAE Finetune
- 75 14 85.5
✔ 50 14 86.1 (+0.6)

ResNet
Training

ResNet50
RSB A1 - 600 22 80.4
RSB A2 ✔ 300 14 80.0 (-0.4)

ResNet101
RSB A1 - 600 24 81.5
RSB A2 ✔ 300 20 82.1 (+0.6)

ResNet152
RSB A1 - 600 32 82.0
RSB A2 ✔ 300 29 82.8 (+0.8)
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Figure A.1. MaskSub training analysis for training budget. The figures show training analysis experiments in Fig. 2 with the training
budget (GPU days) as x-axis. Even considering its additional training budgets, MaskSub effectively improves convergence and accuracy.

Table A.2. MAE finetuning comparison. The table displays performances and GPU costs for MAE ViT-B fine-tuning.

Method Accuracy GPU days

Baseline [21] 83.6 6.0

DataAug [12] 83.1 (-0.5) 11.8 (+97%)

GradAug [26] 84.0(+0.4) 23.4 (+290%)

CoSub [22] 83.8 (+0.2) 11.0 (+83%)

MaskSub 83.9 (+0.3) 8.6 (+43%)

A.2. Downstream tasks

Transfer learning performances are presented in Table 7 in the main paper.
Semantic segmentation results are included in Table 10 in the main paper.
Object detection and instance segmentation. We utilize Cascaded Mask R-CNN [2] with the ViT backbones [14] for MS
COCO [15], which conducts object detection and instance segmentation simultaneously. ViTDet [14] is used as a training
recipe for this experiment. Table A.3 shows the results. The metric AP box quantifies the performance in object detection,
while APmask provides performance in instance segmentation. In both measures, the backbone pretrained with MaskSub
outperforms the DeiT-III backbone.

Table A.3. Detection and instance segmentation on MS COCO. Cascaded Mask R-CNN with ViT-B is used.

AP box APmask

DeiT-III 50.7 43.6
+MaskSub 50.9 (+0.2) 43.9 (+0.3)



A.3. Robustness
We evaluate the impact of MaskSub in various robustness benchmarks. We use models trained for 800 epochs in Table 1. Ta-
ble A.4 shows the results. ViT models trained with MaskSub demonstrate superior performance in in-distribution metrics and
all out-of-distribution metrics. Specifically, MaskSub outperforms each baseline in natural adversarial examples (IN-A [11]),
objects in different styles and textures (IN-R [10]), controls in rotation, background, and viewpoints (ObjNet [1]), and de-
tecting spurious correlations with background [8] (SI-size, SI-loc, and SI-rot). The results demonstrate that the improvement
of MaskSub is not limited to the ImageNet-1k validation and has been verified across various robustness metrics.

Table A.4. Robustness benchmark. Table shows the robustness benchmark for ViT pretrained with/without MaskSub. ↑ means higher
score is better robustness, while ↓ indicates lower score is better.

Model +MaskSub IN-1k(↑) IN-V2(↑) IN-Real(↑) IN-A(↑) IN-R(↑) IN-C(↓) ObjNet(↑) SI-size(↑) SI-loc(↑) SI-rot(↑)

ViT-S
- 81.4 70.1 87.0 23.4 46.4 44.8 32.6 55.0 39.8 37.8
✔ 81.7 71.0 87.4 26.9 47.2 43.6 33.5 56.7 42.5 39.9

ViT-B
- 83.8 73.4 88.2 36.8 54.1 38.1 35.7 58.0 42.7 41.5
✔ 84.2 74.0 88.6 41.9 54.4 36.9 37.2 59.0 44.8 43.3

ViT-L
- 84.9 74.8 88.8 45.3 57.4 33.9 38.8 59.8 46.5 45.0
✔ 85.3 75.8 89.2 51.1 58.5 32.4 40.0 60.2 46.8 45.9

ViT-H
- 85.2 75.7 89.2 51.9 58.8 32.8 40.1 61.9 49.0 46.8
✔ 85.7 76.5 89.6 58.3 59.9 31.2 41.7 62.4 50.1 48.4



A.4. Extending to drop regularizations
To generalize MaskSub to drop regularizations, we demonstrate MaskSub with drop-out [19] (DropSub) and drop-path [13]
(PathSub) in Table 13. In this section, we present additional analysis to verify MaskSub variants. The experiment setup is
the same as in Section 3.2. The results are shown in Table A.5. We validate three MaskSub methods for three kinds of
regularizations: random masking [9], drop-out [19], and drop-path [13]. “Original” means the original training recipe trained
with Eq. 1, and none of the drop regularizations is used. “Single model” shows the performance when the network is trained
with Eq. 2. We compare those common practices with “MaskSub variants”, models trained with Eq. 1 and 3. For analysis, we
measured Eq. 1 “train loss (original)” and Eq. 2 “train loss (drop)” regardless of the loss used for training. It shows how losses
changed by training setting. The results demonstrate that MaskSub improves training in all three cases. In all cases, MaskSub
improves original and drop loss convergence, which is connected to superior accuracy compared to original training.

Table A.5. Analysis with drop regularizations. This table shows 100 epochs of the ViT-B performance trained with drop regularizations.
Note that training loss scale 10−3 is omitted for simplicity. The table presents the average values over three separate runs, and the standard
deviations are reported in Table A.9. We observe that MaskSub consistently enhances the baselines significantly and also decreases the
training loss at the main branch. This suggests that our method effectively facilatates training with regularizations.

Single model MaskSub variants

Drop
ratio

Accuracy
Train loss
(original)

Train loss
(drop)

Accuracy
Train loss
(original)

Train loss
(drop)

Original - 77.4 6.42 - - - -

Masking [9]
25% 76.3 6.60 6.96 79.0 5.89 6.38
50% 73.8 7.02 7.77 79.4 5.81 6.89
75% 67.3 8.08 9.27 79.2 5.84 8.15

Drop-out [19]
0.1 76.1 6.60 6.87 79.1 5.88 6.32
0.2 74.1 6.95 7.34 79.1 5.82 6.57
0.3 71.6 8.34 7.79 79.1 5.84 6.90

Drop-path [13]
0.1 77.4 6.42 6.42 78.4 6.11 6.11
0.2 74.9 6.74 7.19 78.7 5.91 6.48
0.3 71.6 7.31 8.04 78.8 5.87 7.02



A.5. Ablation studies
We conduct ablation studies of MaskSub using DeiT-III training settings to validate the role of KD loss and the effects of hy-
perparameters. Table A.6 shows the impacts of KD loss in MaskSub. Performance improvement by MaskSub is significantly
limited when KD loss is not used. Table ?? and Table ?? show analysis for masking ratio and loss weights, respectively.
Note that we train for 100 epochs with the DeiT-III setting, and the baseline without MaskSub is 77.4. In Table ??, we
test additional ways to improve MaskSub’s performance: multiple sub-branch and photometric augmentation on sub-branch.
We train ViT-B/16 with 400 epochs DeiT-III setting with MaskSub variants. Single sub-branch shows the best performance
with the smallest computation budget. Color-jittering improves MaskSub with negligible cost increases, but Gaussian blur is
ineffective.

Table A.6. Effect of KD loss. We analyze removing KD loss of the sub-model. We use the DeiT-III 400 epochs setting as in Table 1.

Baseline
MaskSub

w/o KD loss with KD loss

ViT-S/16 80.4 80.5 (+0.1) 81.1 (+0.7)
ViT-B/16 83.5 83.6 (+0.1) 84.1 (+0.6)

A.6. Reporting mean and standard deviation
We provide mean and standard deviation for experiments using different random seeds. The values presented in this section
result from three independent runs with different seeds.
Mean and standard deviation values for transfer learning in Table 7 are shown in Table A.7. MaskSub demonstrates meaning-
ful performance gains, which surpass the standard deviation of performance. Table A.8 presents short training (300 epochs)
results. MaskSub shows substantial improvements when applied to pretraining and finetuning processes. Table A.10 shows
400 epochs training with DeiT-III [21], which is reported in Table 13 of the paper. MaskSub variants improve the perfor-
mance of ViT training. Compared to the variants, MaskSub demonstrates the best performance. Table A.9 shows the mean
and standard deviation values for Table A.5. Table A.9 shows the superiority of our MaskSub in additional regularization
training.

Table A.7. Mean and std for transfer learning to small scale datasets. The table shows ‘mean ± std’ values for transfer learning
performance with/without MaskSub. We measure the performance when MaskSub is applied to pretraining and finetuning.

Model
Pretraining
+ MaskSub

Finetuning
+ MaskSub

CIFAR10 CIFAR100 Flowers Cars iNat-18 iNat-19

ViT-S
- - 98.83 ± 0.05 89.96 ± 0.15 94.54 ± 1.71 80.86 ± 0.71 70.12 ± 0.13 76.69 ± 0.56
✔ - 98.88 ± 0.09 90.63 ± 0.09 95.19 ± 1.95 81.23 ± 0.73 70.82 ± 0.03 77.00 ± 0.21
✔ ✔ 98.77 ± 0.05 89.87 ± 0.17 98.25 ± 0.51 92.17 ± 0.14 71.17 ± 0.21 77.12 ± 0.48

ViT-B
- - 99.07 ± 0.05 91.69 ± 0.15 97.52 ± 0.51 90.05 ± 0.24 73.16 ± 0.05 78.49 ± 0.62
✔ - 99.19 ± 0.03 91.89 ± 0.04 97.73 ± 0.30 90.18 ± 0.12 73.61 ± 0.08 78.77 ± 0.05
✔ ✔ 98.82 ± 0.03 89.55 ± 0.05 98.68 ± 0.16 92.77 ± 0.09 73.88 ± 0.12 79.07 ± 0.55

Table A.8. Transfer learning at short (300 epochs) training. The table shows ‘mean ± std’ values for transfer learning at 300 epochs.
We measure the performance when MaskSub is applied to pretraining and finetuning.

Model
Pretraining
+ MaskSub

Finetuning
+ MaskSub

CIFAR10 CIFAR100 Flowers Cars

ViT-S
- - 98.41 ± 0.12 87.27 ± 0.19 66.66 ± 2.52 46.04 ± 3.72
✔ - 98.48 ± 0.06 87.54 ± 0.33 72.61 ± 1.20 45.46 ± 1.80
✔ ✔ 98.96 ± 0.06 90.81 ± 0.09 96.64 ± 0.23 87.43 ± 0.43

ViT-B
- - 98.97 ± 0.10 90.33 ± 0.14 90.92 ± 1.60 78.52 ± 0.59
✔ - 99.06 ± 0.02 90.82 ± 0.21 92.45 ± 0.90 80.34 ± 0.56
✔ ✔ 99.15 ± 0.04 91.52 ± 0.16 98.44 ± 0.13 92.22 ± 0.03



Table A.9. Mean and std for analysis on drop regularization with/without MaskSub. The table shows ‘mean ± std’ values for experi-
ments in Table A.5 of the paper. Note that training loss scale 10−3 is omitted for simplicity.

Single model Sub-model training (MaskSub)

Drop
ratio

Accuracy
Train loss
(original)

Train loss
(drop)

Accuracy
Train loss
(original)

Train loss
(drop)

Original - 77.40 ± 0.20 6.42 ± 0.03 - - - -

Masking [9]
25% 76.33 ± 0.28 6.60 ± 0.05 6.96 ± 0.05 79.02 ± 0.12 5.89 ± 0.03 6.38 ± 0.04
50% 73.78 ± 0.08 7.02 ± 0.04 7.77 ± 0.03 79.36 ± 0.01 5.81 ± 0.01 6.89 ± 0.01
75% 67.27 ± 0.25 8.08 ± 0.05 9.27 ± 0.04 79.16 ± 0.05 5.84 ± 0.01 8.15 ± 0.02

Drop-out [19]
0.1 76.09 ± 0.25 6.60 ± 0.07 6.87 ± 0.06 79.14 ± 0.15 5.88 ± 0.02 6.32 ± 0.02
0.2 74.10 ± 0.22 6.95 ± 0.06 7.34 ± 0.06 79.10 ± 0.11 5.82 ± 0.04 6.57 ± 0.04
0.3 71.62 ± 0.29 8.34 ± 0.03 7.79 ± 0.03 79.09 ± 0.15 5.84 ± 0.03 6.90 ± 0.03

Drop-path [13]
0.1 77.40 ± 0.20 6.42 ± 0.03 6.42 ± 0.03 78.36 ± 0.03 6.11 ± 0.01 6.11 ± 0.01
0.2 74.92 ± 0.12 6.74 ± 0.04 7.19 ± 0.03 78.72 ± 0.12 5.91 ± 0.01 6.48 ± 0.01
0.3 71.57 ± 0.10 7.31 ± 0.02 8.04 ± 0.02 78.80 ± 0.15 5.87 ± 0.02 7.02 ± 0.01

Table A.10. Mean and std for three variants of MaskSub. We report ‘mean ± std’ values for 400 epochs training with DeiT-III [21].
Note that we use the performance of the original paper [21] for baseline training.

Architecture Baseline DropSub PathSub MaskSub

ViT-S/16 80.40 ± 0.33 80.57 ± 0.12 80.78 ± 0.05 81.08 ± 0.12
ViT-B/16 83.46 ± 0.04 83.83 ± 0.11 83.80 ± 0.12 84.08 ± 0.02



B. Implementation details
Most experiments in the paper were performed on a machine with NVIDIA V100 8 GPUs. The exceptions were DeiT-III [21]
experiments for ViT-L and ViT-H in Table 1 and object detection in Table A.3, conducted with NVIDIA A100 64 GPUs.
Also, we use a single NVIDIA V100 for transfer learning, as shown in Table 7. We strictly follow original training recipes
for experiments. We denote details of the training recipes to clarify our implementation details and assist in reproducing our
results.
Image Classification. Table B.1 shows training recipes used for Table 1, 3, 5, 9, 13, and A.2. It demonstrates that our
MaskSub is validated on various training recipes that cover diverse regularization and optimizer settings and achieves con-
sistent improvement on all settings, which exhibits the general applicability of MaskSub. Note that MaskSub is applied to all
recipes with the same masking ratio of 50%. Thus, MaskSub does not require hyper-parameter tuning specialized for each
recipe. Model-specific training recipes of DeiT-III [21] are reported in Table B.2. DeiT-III achieves strong performance with
sophistically tuned training parameters mainly focused on input size and drop-path rate. It makes improving DeiT-III more
challenging than other recipes, yet our MaskSub accomplishes this with a reasonable performance gap.
Semantic segmentation. We use the BEiT v2’s segmentation recipe [16] that utilizes MMCV [4] and MMSeg [5] library.
Following the default setting, we replace the ViT backbone with the DeiT-III backbone, which includes layer-scale [20].
Then, we train the segmentation task for 160k iteration using DeiT-III and DeiT-III + MaskSub pretrained backbone.
Object detection and instance segmentation We use Detectron2 [25] on the COCO [15] dataset. Among various recipes in
the Detectron2 library, we use ViTDet [14], which is a recent and strong recipe for a ViT-based detector. We train ViTDet
Cascaded Mask-RCNN with DeiT-III and DeiT-III + MaskSub pretrained backbone and report performance after MSCOCO
100 epochs training.
Transfer learning. We use the AdamW training recipe on DeiT-III [21] transfer learning. We use lr 10−5, weight-decay 0.05,
batch size 768. Drop-path [13] and random erasing [27] are not used. Data augmentation is set to be the same as DeiT-III, and
we train ViT for 1000 epochs with a cosine learning rate decay. For CIFAR datasets, we resize 32× 32 image to 224× 224
to use the ImageNet pretrained backbones. In the case of the iNaturalist datasets [23], we use AdamW with lr 7.5 × 10−5,
weight-decay 0.05, batch size 768. Drop-path and random erasing ratios are set to 0.1, and ViT is trained for 360 epochs with
cosine learning rate decay.
Text classificaiton. We use the HuggingFace open-source code for the GLUE benchmark [24]. Random masking is imple-
mented using the masking part of the HuggingFace BERT [7], which replaces random tokens with a mask token. Following
the BERT pretraining, we set a random masking ratio to 15%, and only replacing tokens to the mask token is applied to
randomly selected tokens.
CLIP pretraining. In pretraining, CLIP [17] encodes N image-text pairs of a batch and builds an N ×N similarity matrix.
Using contrastive learning loss, CLIP is trained to have high similarity for matched image-text pairs and low similarity
for unmatched pairs. Implementing MaskSub upon CLIP is straightforward since the contrastive learning loss also utilizes
cross-entropy loss over the similarity matrix. In the experiment, we only mask images, not texts. The difference between
the “main-model” and “sub-model” is that the “sub-model” receives 50% masked images, and the “sub-model” is trained to
mimic the similarity matrix of the “main-model” for the same batch. We use OPEN-CLIP1codebase for the CLIP pretraining.
We follow the codebase’s default training recipes. We train CLIP ViT-B/32 with a batch size of 1,024 using 8 NVIDIA V100
GPUs. Training datasets are CC3M [18], CC12M [3], and RedCaps [6]. The number of seen samples during training is 128M.

1https://github.com/mlfoundations/open_clip

https://github.com/mlfoundations/open_clip


Table B.1. Details of various training recipes used for experiments. Our MaskSub achieves consistent improvement in all training
recipes, which covers diverse regularization and optimizer settings.

Training recipe DeiT-III RSB A2 Swin MAE BEiT v2 FT-CLIP

Fine-tuning ✗ ✗ ✗ ✔ ✔ ✔

Epoch 400 / 800 300 300 100, 50 100, 50 50, 30
Batch size 2048 2048 1024 1024 1024 2048
Optimizer LAMB LAMB AdamW AdamW AdamW AdamW
LR 3× 10−3 5× 10−3 1× 10−3 (2, 4)× 10−3 (5, 2)× 10−4 (6, 4)× 10−4

LR decay cosine cosine cosine cosine cosine cosine
Layer LR decay - - - 0.65, 0.75 0.6, 0.8 0.6, 0.65
Weight decay 0.03 / 0.05 0.01 0.05 0.05 0.05 0.05
Warmup epochs 5 5 20 5 20, 5 10, 5
Loss BCE BCE CE CE CE CE

Label smoothing - - 0.1 0.1 0.1 0.1
Dropout - - - - - -
Drop-path Table B.2 0.05 0.1 0.1, 0.2, 0.3 0.2 -
Repeated aug ✔ ✔ - - - -
Gradient clip 1.0 - 5.0 - - -
RandAugment Three Aug. 7 / 0.5 9 / 0.5 9 / 0.5 9 / 0.5 9 / 0.5
Mixup alpha 0.8 0.1 0.8 0.8 0.8 -
CutMix alpha 1.0 1.0 1.0 1.0 1.0 -
Random erasing - - 0.25 0.25 0.25 0.25
Color jitter 0.3 - 0.4 - 0.4 0.4
EMA - - - - - 0.9998
Train image size Table B.2 224× 224 224× 224 224× 224 224× 224 224× 224

Test image size 224× 224 224× 224 224× 224 224× 224 224× 224 224× 224
Test crop ratio 1.0 0.95 0.875 0.875 0.875 1.0

Table B.2. Model specific recipes of DeiT-III [21]. The table shows the model size and training length-specific training arguments used
for the DeiT-III recipe. In addition to Table B.1, DeiT-III utilizes drop-path and image size to adjust the recipe.

400 epochs 800 epochs

ViT-S ViT-B ViT-L ViT-H ViT-S ViT-B ViT-L ViT-H

Pretraining

Image size 224 192 192 160 224 192 192 160
Drop-path 0.0 0.1 0.4 0.5 0.05 0.2 0.45 0.6

LR 0.004 0.003 0.004 0.003

Weight decay 0.03 0.05

Resolution
Finetuning

Drop-path - 0.2 0.45 0.55 - 0.2 0.45 0.55

Epochs - 20 - 20
Image size - 224 x 224 - 224 x 224
Optimizer - AdamW - AdamW

LR - 1e-5 - 1e-5
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