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Supplementary Materials

This supplementary material provides more details to

support the main paper, including the implementation of our

proposed method, the dataset and baseline details, complete

experimental results, and visualization analysis to support

its effectiveness.

1. Implementation Details
The structure of our complete model is shown in Figure 1.

The input includes Xv and Xq , where Xv represents the

image and Xq represents the question and instruction. We

employ the pre-trained CLIP visual encoder ViT/14 [6], ca-

pable of extracting image features Fv = g(Xv). In our ex-

periments, we consider grid features from both before and

after the final layer of the Transformer. We apply a trainable

projection matrix W to transform Fv into the language em-

bedding tokens Ev , which have the same dimension as the

word embedding space in the LLM. We employ Vicuna-

7B [4] as LLM, we froze its FFN parameters and used a

trainable CL-MoE for continual fine-tuning. We divide the

VQA v2 dataset into 10 sub-tasks: recognition, location,

judge, commonsense, count, action, color, type, subcate-

gory and causal. The detailed information is shown in Ta-

ble 1, and we list examples of questions and answers for

each task.

2. Details of the Baselines
In the continual tuning MLLM experiments, we re-

implement several representative continuous learning meth-

ods, including regularization-based methods EWC [5] and

MAS [1], and rehearsal-based methods ER [3], DER [2],

VS [7], and VQACL [8]. For fairness, we conduct experi-

ments on both VL-T5 and LLaVA, with all implementations

based on official code.

• EWC [5] identifies some crucial parameters in the neu-

ral network and by reducing changes to these parameters

during continued training, the memory of past skills or

knowledge is preserved. Fisher information is used to

measure the importance of each parameter to the train-

ing set data. Once the importance of each parameter to

the mastered tasks is measured, the EWC adds a parame-

ter shift regularization term to the loss function according

to the importance level.
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Figure 1. The complete structure and workflow of the model.

• MAS [1] calculates the importance of neural network pa-

rameters in an unsupervised and online manner. Given a

new sample input to the network, MAS accumulates an

importance measure for each parameter of the network

based on the sensitivity of the predicted output function

to changes in that parameter. When learning a new task,

changes to important parameters can be penalized, effec-

tively preventing the overwriting of crucial knowledge re-

lated to previous tasks.

• ER [3] is a rehearsal-based method that stores a subset

of visited samples in a fixed-size memory. During subse-

quent training steps, it randomly selects these stored sam-

ples for retraining to avoid forgetting.

• DER [2] combines Experience Replay and Knowledge

Distillation methods by sampling the network’s logits

along the optimization trajectory to ensure the model’s

consistency with its past performance during training. It

uses a replay buffer to store past training samples and

their corresponding logits, rather than just storing labels.

Reservoir sampling is employed to avoid reliance on task

boundaries, thus handling situations where task bound-

aries are blurred.

• VS [7] introduces a new cross-task feature embedding

consistency constraint to ensure compatibility between

features learned currently and those from a previous

image library. A metric-based knowledge distillation

method is developed to achieve consolidation of old

knowledge and feature consistency by bringing embed-

dings from different feature spaces closer. In addition, VS

proposes a new CL scenario, simulating real-world visual

search application systems, including previously disjoint

and blurry settings, and handling situations where new
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Tasks Train Test Examples

Recognition 131,478 5,628 Q: What is this photo taken looking through? A: net.

Location 12,580 611 Q: Where is the giraffe? A: near tree.

Judge 160,179 7,194 Q: Is this man a professional baseball player? A: yes.

Commonsense 25,211 1,100 Q: Has the sheep recently been shaved? A: no.

Count 62,156 2,658 Q: How many tattoos can be seen on this man’s body? A: 1.

Action 33,633 1,373 Q: What is the person doing? A: skiing.

Color 50,872 2,196 Q: What color is the players’ shirt? A: orange.

Type 23,932 1,089 Q: What type of ice cream is on the plate? A: vanilla.

Subcategory 31,594 1,416 Q: What brand of beer is visible? A: sierra nevada.

Causal 5,868 200 Q: Why is the man on the street? A: homeless.

Table 1. The 10 sub-tasks statistics of VQA v2 in the instruction tuning MLLM for continual VQA tasks.

Method n
Various task in VQA v2

AP AF
Rec. Loc. Jud. Com. Cou. Act. Col. Typ. Sub. Cau.

CL-MoE

1 19.25 14.81 54.59 56.97 24.23 46.20 27.58 26.09 36.47 18.89 32.51 20.69

2 34.32 32.48 67.08 64.96 32.94 62.22 34.68 40.13 48.00 24.42 44.12 8.40

4 45.00 36.89 74.54 70.58 38.31 69.06 39.98 52.85 55.80 18.89 50.19 1.15

8 46.50 37.18 75.22 71.39 40.90 69.54 43.66 52.68 55.55 20.74 51.34 -0.02

Table 2. Influence of various experts number n in our CL-MoE on VQA v2.

Method K
Various task in VQA v2

AP AF
Rec. Loc. Jud. Com. Cou. Act. Col. Typ. Sub. Cau.

CL-MoE

1 46.50 35.90 73.59 69.27 40.14 70.17 42.76 52.52 55.30 20.28 50.64 0.69

2 46.50 37.18 75.22 71.39 40.90 69.54 43.66 52.68 55.55 20.74 51.34 -0.02

3 46.48 36.47 74.73 71.07 39.66 70.03 41.37 53.59 56.23 22.58 51.22 0.30

4 46.11 37.18 75.01 72.21 38.90 70.17 43.08 51.94 56.30 18.43 50.93 0.17

Table 3. Influence of top K experts in our CL-MoE on VQA v2.

Methods
Various task in VQA v2

AP AF
Rec. Loc. Jud. Com. Cou. Act. Col. Typ. Sub. Cau.

VQACL 49.90 34.32 70.50 61.33 42.71 71.55 61.66 50.56 46.31 18.43 50.73 4.91

CL-MoE 53.90 38.89 78.46 75.22 46.51 74.79 64.67 57.80 57.48 23.04 57.08 -1.14

Table 4. Influence of task orders with reverse task order in our CL-MoE on VQA v2.

categories can be seen or unseen.

• VQACL [8] proposes a novel representation learning

strategy that can distinguish sample-specific and sample-

invariant features, utilizing compositional tests to evalu-

ate the model’s capability to generalize new skill and con-

cept combinations, use rehearsal methods to alleviate the

forgetting problem.

3. Experimental Result

Due to space constraints, we present the complete experi-

mental results in the supplementary materials, which con-

tain the influence of various experts number n, top K ex-

perts, and reverse task order, as shown in Table 2, Table 3

and Table 4. The results in Table 4 show that our CL-MoE
achieves the best performance on every sub-task, proving

that our method is robust to the task order and can effec-

tively alleviate the forgetting problem.

4. Visualization Analysis

We visualized some cases to demonstrate the effectiveness

of our method (Figure 2). The results show that VQACL

forgets the learned knowledge after continual learning,



Question: What is the weather like?
Answer the question using a single
word or phrase.

An example from first task

CL-MoE: Sunny
VQACL: Sunny

After training on last task:

CL-MoE: Sunny
VQACL: Cloudy

After training on first task:

Forgetting
Unforgetting

Figure 2. The visualization result of our CL-MoE compared to

VQACL on VQA v2.

while our CL-MoE can alleviate the catastrophic forgetting

problem.
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