
Online Video Understanding: OVBench and VideoChat-Online

Supplementary Material

1. Implement Details for Ablation Study
In this section, we describe the ablation experiments, fo-
cusing on the implementation details of comparison under
different conditions.

1.1. Memory Bank Design
The memory bank consists of three main modules: tempo-
ral memory (mt), main memory (mmain), and spatial mem-
ory (ms). Each module stores a different number of frames
and processes a distinct number of tokens per frame. The
configuration is as follows:
• Temporal memory (mt): 12 frames, 16 tokens per

frame.
• Main memory (mmain): 2 frames, 64 tokens per frame.
• Spatial memory (ms): 2 frames, 256 tokens per frame.

Model OVBench(%) VRAM Usage

InternVL2-4B [5] 44.1 oom
MovieChat [14] 30.9 16.90 GB
Flash-VStream [19] 31.2 16.03 GB

Ours 54.9 8.71 GB

Table 1. Comparison of VARM evaluation results with state-of-
the-art (SoTA) methods. Following the settings in Flash-VStream,
we use 1000 video frames as input for VARM evaluation. Our
method outperforms others in both OVBenchaccuracy and VRAM
efficiency.

Dataset OVBench
Online Data SFT 48.1
w/o dense captioning 47.0
w/o step localization 46.7
w/o spatial temporal action detection 44.8
w/o temporal grounding 45.4

Table 2. Ablation of the online instruction fine-tuning dataset by
task category. For simplicity, we only use the online dataset for
instruction fine-tuning for 1 epoch based on InternVL2-4B [5].

Memory Bank Capacity OVBench
mt mmain ms Overall
18 3 3 54.4
24 4 4 54.4
12 2 2 54.9

Table 3. The impact of Memory Bank Capacity on performance

Vision Encoder LLM BackBone Scale OVBench

InternViT-300M-448px [5]

Qwen2-0.5B-Instruct [16] 1B 44.6
InternLM2-chat-1.8b [2] 2B 43.4
Phi-3-mini-3.8B [1] 4B 44.1
InternLM2.5-chat-7b [2] 8B 48.7

Table 4. Performance of models at different scales

Total Computational Overhead: The total computational
overhead for processing all memory modules is 832 tokens,
calculated as:

Total Tokens = (12×16)+(2×64)+(2×256) = 832 tokens.

This setup represents the baseline model. Subsequent
experiments evaluate the impact of removing each memory
module and redistributing the computational load to the re-
maining ones while maintaining the same overall computa-
tional budget.
Conditions for Removing Memory Modules:
• w/o mt: Temporal memory is removed, and the load is

shifted to the main memory.
• w/o mmain: Main memory is removed, and the load is

redistributed to the temporal memory.
• w/o ms: Spatial memory is removed, and the load is

transferred to the main memory.

1.2. Memory Updating Policy
In this section, we present the implementation details of dif-
ferent baselines in the Update Policy.

Token merge: from MovieChat [14]: When the capacity
of any memory module is full, the adjacent frames with the
greatest similarity are merged.

FIFO: When any memory module is full, the frame with
the earliest timestamp is evicted.

Uniform Sample: The video clips ending at the current
problem timestamp are uniformly sampled, and the num-
ber of frames corresponds to the inherent capacity of each
memory module.

w/o Compression: No memory compression, input all
frames at fps=2.

1.3. Training Paradigm
We evaluate the training strategy under the sliding window
setting without introducing a memory bank for simplicity.
Progressive training strategy. If the progressive training
strategy is adopted, the online data is introduced in the sec-
ond epoch for joint training with online data, otherwise,
the online data is introduced in the first epoch for joint
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Figure 1. Models’ performance in various subtasks and overall performance with varying input frames.
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Figure 2. The impact of fps on model performance under the slid-
ing window setting with 64 frames input.

training. Compared with the performance obtained by di-

rectly using joint training (51.84%), the performance ob-
tained by progressive training (53.89%) is significantly im-
proved (+2.05%).
Non-interleaved data organization. we train each query
as an independent QA sample pair in the original inter-
leaved form and keep the rest of the settings unchanged.
The performance obtained by training with interleaved data
(53.89%) is better than that obtained by training with non-
interleaved data (52.42%), an improvement of 1.47%.

2. More Benchmark Results

For the VideoLLM-Online’s evaluation, we provide more
detailed results in Table 6. It cannot correctly generate an-
swer options based on the questions, or the specific content
related to the options.

Efficiency comparison. We compared the efficiency
with our baseline model InternVL2-4B in Figure 4 and the
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Figure 3. Visualization of the hierarchical memory bank. Frames in the ms layer are highlighted in red, those in the main layer mmain are
in orange, and the remaining frames belong to the mt layer. The structure illustrates the different capacities allocated to each layer.

Task Categories Source Domain QA Generation Protocol

• Action Discrepancy AVA [9] Movie Question Requirements:
• Action Localization • Minimum 6 possible options available
• Action Retrieval • Video context: max(900s, tquery - 120s)
• Action Anticipation • Continuous frame sequences only
• Action Sequence Answer Generation:
• Action Trajectory • Same video, different timestamps

• Task-specific typical answers
• Random select answers

• Step Verification HiREST [18] Instructional Question Requirements:
• Procedure Recall COIN [15] Indoor Activities • Minimum 6 options available
• Goal/Step Prediction Open-Domain • Video context: max(0s, tquery - 300s)
• Step Localization • Clear step descriptions only

Option Generation:
• Intra-video temporal alternatives
• Similar topic cross-video options
• Task-specific typical answers
• Step Duration ≤ 5s
• 3 ≤ Number of Steps ≤ 10

• Object Presence TAO [6] Road Scene Question Criteria:
• Object Position HACS [21] Indoor Activities • Specific object class labeling
• Trajectory Retrieval ArgoVerse [3] Outdoor Activities • No ambiguous object class (e.g. m̈aybe”

ünknown”)
• Movement Prediction BDD [17] Open-Domain Answer Construction:
• Object State LaSOT [8] • Temporal consistency with question
• Object Trajectory AVA [9] • Class-consistent trajectories

• if use template: 3×3 grid-based position mapping
• Task-appropriate typical responses

Table 5. Task Categories and Question-Answer Generation Strategy



Question at 9.0s What is the time period the pillow [0.725, 0.483, 0.991, 0.736] appears in the video?
When does it disappear?

Options: (A) Appears: 2.0 - 4.0s, 6.0s, 8.0s; Disappears: 5.0s, 7.0s, 9.0s.
(B) Appears: 1.0 - 4.0s, 6.0 - 8.0s; Disappears: 5.0s, 9.0s.
(C) Appears: 1.0s; Disappears: 2.0 - 9.0s.
(D) Appears: 7.0 - 9.0s.

Answer: Response: Appears: 2.0 - 4.0s, 6.0s, 8.0s; Disappears: 5.0s, 7.0s, 9.0s.
Ground Truth: D
Task Type: TemporalPerception

Question at 17.0s When does the pillow [0.477, 0.443, 0.695, 0.61] first appear in the video? What is
the position?

Options: (A) 8 seconds before: [0.391, 0.31, 0.587, 0.626].
(B) 2 seconds before: [0.375, 0.244, 0.472, 0.829].
(C) 10 seconds before: [0.855, 0.626, 1.0, 1.0].
(D) 25 seconds before: [0.354, 0.243, 0.691, 0.624].

Answer: Response: The pillow first appears at 8.391s.
Ground Truth: C
Task Type: PastMemory

Table 6. More detailed information about the VideoLLM-Online test. It is not able to correctly generate answer options based on the
questions, or the specific content related to the options.
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Figure 4. Comparison of computational cost and memory usage
between baseline model (InternVL2-4B [5]) and our method.

existing state of art model in Table 1, highlighting the effi-
ciency advantages of our model.

Qualitative comparison. We provide a qualitative com-
parison with other online models in Figure 9. Includ-
ing TimeChat [13] and VTimeLLM [10], which are time-
sensitive models, and Flash-VStream[19], VideoLLM-
Online[4] and MovieChat[14], which can receive streaming
input.

3. More Ablations
3.1. Hierarchical Memory Bank Visualization
Figure 3 provides a visualization example of the proposed
hierarchical memory bank, where frames in the ms layer are
marked in red, those in the main layer are marked in orange,
and the others belong to the mt layer. The corresponding

capacity of the memory bank, [mt,mmain,ms], is [12, 2, 2].

3.2. Online SFT Data
Table 2 shows the ablation experimental results of the on-
line instruction fine-tuning dataset under different task cat-
egories. For simplicity, in the experiment, only 1 epoch
of instruction fine-tuning was performed using the online
dataset. As can be seen from the results, the complete on-
line dataset (Online Data SFT) achieved the highest per-
formance on OVBench(48.1). The performance of each
task module decreased after removal, with the removal of
w/o dense captioning and w/o step localization decreasing
by 1.1 and 1.4 percentage points, respectively. However,
the removal of w/o spatial-temporal action detection and
w/o temporal grounding resulted in more significant perfor-
mance degradation, with a decrease of 3.3 and 2.7 percent-
age points, respectively.

3.3. Model
Memory capacity. As shown in the Table 3, we expand
the memory capacity to 3, 3, 18 and 4, 4, 24, and the ex-
isting memory capacity settings maintain optimal perfor-
mance and computational efficiency.

3.4. Benchmark
The impact of fps. We fixed the sampling frame number
to 64, selected fps as {0.25, 0.5, 1, 2, 4}, and uniform sam-
pling (from the beginning of the video to the question times-



Object Tracking

(t=60.0s) User
Using the description ”tiger walking on the dry grass,” track the object’s past trajectory until
the current frame and then display each future frame sequentially.

(t=60.0s) Assistant

<Frames During 0.0s - 60.0s>
At 0.0s, [0.439, 0.349, 0.486, 0.443];
...
At 33.0s, [0.619, 0.246, 0.672, 0.367];
At 34.0s, [0.634, 0.218, 0.69, 0.357];
...
At 60.0s, [0.397, 0.206, 0.504, 0.576].

...
(t=71.0s) User: <Frame at 71.0s>
(t=71.0s) Assistant: At 71.0s, [0.403, 0.246, 0.497, 0.601].
(t=74.0s) User: <Frames at 74.0s>
(t=74.0s) Assistant: At 74.0s, [0.279, 0.361, 0.52, 0.657].

Dense Video Captioning

(t=81.5s) User:

<Frames During 0.0s - 80.0s>
Identify all new events that occurred and ended up to the current frame,
which have not been reported before. Provide their start times, durations, and descriptions
in the format: <start time>- <end time>(duration: <x>seconds), <description>.

(t=81.5s) Assistant:
28s - 54s (duration: 26.0 seconds), chop the lemon grass, ginger, onion, and chili finely.
55s - 80s (duration: 25.0 seconds), preheat oil in a bowl and add onions, chili, lemon grass,
ginger, and garlic, stir, and put a lid on.

(t=161.9s) User:
<Frames During 81.5s - 161.9s>
(Similar query)

(t=161.9s) Assistant: 129s - 144s (duration: 15.0 seconds), add coconut milk, fish sauce, and soy sauce into the pan.

(t=229s) User:
<Frames During 161.9s - 229.0s>
(Similar query)

(t=229s) Assistant: 220s - 228s (duration: 8.0 seconds), pour the sauce over the mussel shells.
Temporal Grounding

(t=16.9s) User:
Determine whether the event ’the person pours some water into the glass’ is still happening
or has already finished. If ongoing, respond with: <start time>- now (duration: <x>seconds).
If completed, use: <start time>- <end time>(duration: <x>seconds).

(t=16.9s) Assistant: The event happens from 7.3s to now (duration: 9.6 seconds).
Spatial Temporal Action Localization

(t=1061.0s) User:
<Frames During Clip Start - 1061.0s>
In the current frame, list each person’s location and actions.

(t=1061.0s) Assistant:
In the current frame, person at [0.318, 0.334, 0.427, 0.504]: carry/hold (an object), walk.
person at [0.421, 0.235, 0.565, 0.444]: carry/hold (an object), run/jog.

...
(t=1134.0s) User: What actions did the person at bbox [0.046, 0.002, 0.421, 0.996] perform now and earlier?

(t=1134.0s) Assistant:
In the current frame, the person at [0.046, 0.002, 0.421, 0.996]: stand, listen to (a person), watch (a person).
At 1133.0s, the same person at [0.044, 0.004, 0.401, 0.996]: stand, carry/hold (an object), listen to (a person), watch (a person).

Step Localization

(t=132.1s) User:

<Frames During 0.0s - 131.0s>
Based on the current observation, list the events that concluded up to the current frame
and were not reported in earlier outputs. Ensure your response follows the format:
<start time>- <end time>(duration: <x>seconds), <description>.

(t=132.1s) Assistant:
25.0s - 37.0s (duration: 12.0 seconds), install the new faucet.
38.0s - 131.0s (duration: 93.0 seconds), connect the water pipe.

(t=182.0s) User:
<Frames During 132.0s - 179.0s>
(Similar query)

(t=182.0s) Assistant: 132.0s - 179.0s (duration: 47.0 seconds), open the sluice and test the new faucet.

Table 7. Instruction template examples and formatted output answers for each task.

tamp). The impact of fps on model performance under the
sliding window setting is shown in Figure 2. Higher fps
offers better performance.
The impact of input frames (sliding window size). We
fixed the fps to 2 and selected 16, 32, and 64 frames for
evaluation in Figure 1. We select LongVA [20], trained ex-
clusively on static image data, LLaMA-VID [7], which in-

corporates both single-image and video training data, and
MLLM, an extension of LLaVA-OneVision [11] trained on
single-image, multi-image, and video data, for a compre-
hensive comparison. Notably, the advantages of our model
in handling diverse task types and achieving superior over-
all performance remain consistent regardless of the number
of frames. This demonstrates the value of online data in



Temporal Context Spatial Context Query Examples
Action Discrepancy 1) Is the person in the [0.168, 0.193, 0.846, 0.996] location in the current frame performing the walk?

Step Verify 1) Is the person in the current frame still performing the ’install the motherboard’?
Temporal Hallucination

Verification Object Presence
1) Is the umbrella [0.507, 0.606, 0.612, 0.868] still in the screen 3.0 seconds before?
2) How many markers are there on the screen 14.0 seconds before? Does the number increase or decrease
compared with the past screen?

Action Location
1) What action is the person at the location [0.024, 0.122, 0.624, 0.979] currently performing?
2) How many people in the current frame are performing the action: carry/hold (an object) ?
3) Where is the person currently performing the talk to (e.g., self, a person, a group) located in the picture?

SpatialPerception

Object Position

1) Based on visible information, which option most accurately describes the location of the blankets on the screen?
(Note: Positions with counts, e.g., ’left-middle (2) ’, indicate multiple objects in the same area.)
2) Which option most accurately describes the relative positions of other sheep with respect to
the reference position [0.388, 0.288, 0.509, 0.51] on the screen?

Action Retrieval
1) Where was the person currently performing the talk to (e.g., self, a person, a group) in the scene 8 seconds ago?
2) How many people were performing the watch (a person) in the scene 60 seconds ago?

Procedure Recall

1) What goal was achieved in this video?
2) Did the person follow the correct procedure to achieve the ’wash dish’?
3) What actions did the person perform in sequence in the last 90 seconds?
4) What steps did the person not perform in the last 15 seconds?
5) How long has the person been performing the ’drive the car backward’ in the last 90 seconds?
6) Which action did the person perform for the longest duration in the last 15 seconds?
7) What actions was the person performing before the last 30 seconds?

PastMemory

Trajectory Retrieval
1) Where is the location of the monkey [0.516, 0.49, 0.679, 0.804] on the screen 17.0 seconds before?
2) When does the sheep [0.491, 0.386, 0.584, 0.615] in the current screen first appear in the video?
Give the corresponding position when it first appears.

Action Anticipation
1) What action is the person currently in the [0.328, 0.211, 0.436, 0.809] location likely to do next?
2) What location in the frame is the person currently in the [0.485, 0.386, 0.578, 0.7] location likely to move to next?

Goal/Step Prediction
1) My goal is ’make flower crown’. What are the next steps I should take?
2) Based on the series of actions performed by the person in the video, what is the ultimate goal?

FuturePrediction

Movement Prediction 1) What direction do you think the baby [0.0, 0.062, 0.526, 0.903] may move towards in the next second?
Action Sequence 1) What is the sequence of actions the person in the scene has performed recently?
Step Localization 1) How long has the person in the scene been performing the ’restore the fixed battery components and the back cover’?

TemporalPerception
Object Existence State

1) What is the time period the turtle [0.459, 0.518, 0.501, 0.556] in the current screen appears in the video?
And what is the time period in which it disappeared?

Action Trajectory 1) What is the sequence of actions and the corresponding movement trajectory of the person currently in the [0.383, 0.304, 0.642, 0.991] location?

SpatioTemporalPerception Object Trajectory

1) What is the trajectory of the object among car [0.482, 0.518, 0.485, 0.531], car [0.561, 0.51, 0.616, 0.577] in the past 5 seconds,
which moves the shortest distance? If an object disappears in the middle, calculate the distance based on the time period it last appears.
2) In the video, what is the trajectory of the person [0.049, 0.103, 1.0, 1.0] in the past 2 seconds? Also, point out the period it disappears.
3) Compared with 5 seconds ago, are the person [0.295, 0.614, 0.372, 1.0] and the guitar [0.299, 0.712, 0.419, 0.847] closer or farther apart?
4) What is the trajectory of the object among person [0.315, 0.258, 0.671, 1.0], nutcracker [0.322, 0.768, 0.487, 1.0] in the past 3 seconds,
which moves the shortest distance? If an object disappears in the middle, calculate the distance based on the time period it last appears.

Table 8. Task Hierarchy and Question Templates: Overview of task categories, their subcategories, and corresponding example question
templates. Each task is designed to probe specific spatiotemporal reasoning capabilities in video understanding, ranging from hallucination
detection to future action prediction.

enhancing performance in real-time scenarios, while min-
imizing computational overhead, which expands deploy-
ment possibilities.
The impact of model size. We use InternVL2 [5] family
as the research object as it has a wide variety of models of
different scales: {1B, 2B, 4B, 8B}.

As shown in Table 4, it can be seen that the performance
of models 1, 2, and 4B is almost the same, but there has been
significant improvement in performance for the 8B model.
It is crucial to deploy larger-scale models in online scenarios
effectively.

4. Benchmark Details
4.1. Video and Query Length Distributions
Total 1,463 videos. The distributions of video lengths and
query lengths are illustrated in Figure 5.

4.2. Details of QA Generation
The QA template for OVBench is shown in Table 8. For
each task type with different detailed spatiotemporal anno-
tations, we have taken specific measures in Table 5 to en-
sure the diversity and difficulty of the problem and option

generation.

4.3. Data Examples
One visual example for each task type, as shown in Figure
6, 7, and 8.

5. Training and Inference Hyper-parameters
The hyperparameters used in training and the memory bank
fps and capacity settings during inference are shown in the
table 9 and table 10.



Figure 5. Distributions of video and query lengths. The left figure represents the video length distribution, while the right figure shows the
query length distribution.

Hyper-parameter Value
Visual Encoder
Frame Sampling Rate 1 FPS
Max Frames 64
Preprocessing Center Crop
Input Resolution 448 × 448
Patch Size 14 × 14
Trainable? False
Frame Compressor
Pixel shuffle scale factor 0.5
AvgPool2d Output Size {16×16, 8×8, 4×4}
MLP Projector
Number of Layers 2
Hidden Size 4096
Output Size 3072
Trainable? True
Large Language Model
Architecture Phi-3 [1]
Trainable? True
Model Training
Offline Training Epochs 1
Online Joint Training Epochs 1
Batch Size 1024
Learning Rate 1e-4
Weight Decay 0.05
Warmup Ratio 0.03
LR Scheduler Type Cosine
Optimizer AdamW [12]
AdamW β1, β2 (0.9, 0.999)

Table 9. Hyper-parameters for fine-tuning.

Memory Bank Value
Frame Sampling Rate
ms 1 FPS
mmain 2 FPS
mt 8 FPS
Capacity for Online Benchmark (Token Per Frame × Frames)
ms 256 tokens × 2 Frames
mmain 64 tokens × 2 Frames
mt 16 tokens × 12 Frames
Total Tokens 832 tokens
Capacity for Offline Benchmark
ms 256 tokens × 24 Frames
mmain 64 tokens × 24 Frames
mt 16 tokens × 144 Frames
Total Tokens 9984 tokens

Table 10. Pyramid Memory Bank Hyper-parameters for Inference.



[SP] Spatial Perception

Past Future

Question: Based on visible information, which option most accurately describes the location of the hats on the 
screen? (Note: Positions with counts, e.g., ‘left-middle (2)’, indicate multiple objects in the same area.)?
Timestamp: 31.0s

Options:
(A) right-middle, right-middle, left-bottom, left-middle (2)
(B) center, left-top, left-bottom (2)
(C) left-middle, left-middle (2), left-top
(D) right-top, top
Correct Answer: (D)

[0.0s, 31.0s) 31.0s (31.0s, 40.0s]

Past Future

Question: Compared with 34 seconds ago, are the calf [0.177, 0.289, 0.409, 0.6] and the calf [0.635, 0.629, 1.0, 1.0] 
closer or farther apart?
Timestamp: 38.0s

Options:
(A)Their distance almost remains unchanged
(B)They are getting farther apart.
(C)They are getting closer
Correct Answer: (B)

[0.0s, 38.0s) 38.0s (38.0s, 39.0s]

[STP] Spatial Temporal Perception

Figure 6. Task examples in OVBench: Spatial Perception&Spatial Temporal Perception



[TP] Temporal Perception

Past Future

Question: How long has the person in the scene been performing the 'put up to the corner’?
Timestamp: 66.0s

Options:
(A) 27~28s (B) 31~32s
(C) 5~6s (D) 10~11s
Correct Answer: (D)

[0.0s, 66.0s) 66.0s (66.0s, 137.0s]

Past Future

Question: Is the person in the current frame still performing the 'put stick on lemon’? 
Timestamp: 65.0s

Options:
(A) Yes (B) No
Correct Answer: (B)

[0.0s, 65.0s) 65.0s (65.0s, 164.0s]

Hallucination

Figure 7. Task examples in OVBench: Temporal Perception&Temporal Hallucination Verification



[PM] Past Memory

Past Future

Question: What actions did the person not perform in the last 150 seconds?
Timestamp: 205.0s

Options:
(A) remove the peel (B) cut in half
(C) cut both ends and remove fruit seeds (D) slice the pulp
Correct Answer: (B)

[0.0s, 205.0s) 205.0s (205.0s, 220.0s]

[FP] Future Prediction

Question: My goal is 'paste Window Decal'. What are the next steps I should take?
Timestamp: 91.0s

Past Future

Options:
(A) apply soap water to the glass surface (B) press the decal
(C) tear off the other side of the decal (D) align the position
Correct Answer: (B)

[0.0s, 91.0s) 91.0s (91.0s, 150.0s]

Figure 8. Task examples in OVBench: Past Memory&Future Prediction



Figure 9. Qualitative Results
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