
Narrating the Video: Boosting Text-Video Retrieval via Comprehensive
Utilization of Frame-Level Captions

Supplementary Material

The supplementary is organized as follows:
• The details of the multi-grained matching method used

for query-video-narration alignment in Sec. A.
• Further information on the datasets used in the experi-

ments, along with additional implementation details, in
Sec. B.

• The details of the frame-level caption generation process
in Sec. C.

• Additional ablation studies in Sec. D.
• Further qualitative analyses for each dataset in Sec. E.

A. Multi-Granularity Matching Module
Inspired by previous research [40], we propose a modi-
fied multi-granularity matching process with our proposed
narration and the result of a query-aware adaptive filtering
module.

Coarse-grained matching. In Fig. 5 (a), we illus-
trate the coarse-grained matching process. For both video
and narration, the sequence of embedding vectors for
frames and captions is transformed into a single vector
through weighted pooling. The cosine similarity between
this pooled vector and the w[EOS] vector of the query
is then computed to obtain the coarse matching scores
scoarse(q, z

v) and scoarse(q, z
n). Here, it should be re-

marked that the weight values for the pooling are deter-
mined by the query-aware filtering module. In the query-
aware adaptive filtering module described in Sec. 3.4, we
evaluate individual frames and captions based on their sim-
ilarities to the given query, and obtain the final filtering
scores for the selected frames zv and captions zn through
filtering and softmax. An example of the filtering scores is
shown in Fig. 2 (a).

By using the filtering scores as weights for pooling,
we can emphasize the most relevant frames in the query-
video matching process and the most relevant captions in
the query-narration matching process.

Fine-grained matching. Fig. 5 (b) shows the details of
the proposed fine-granularity matching process. For query-
video matching, we first compute a similarity matrix with
the cosine similarity of all possible pairs of frame embed-
dings and word embeddings and take frame-wise and word-
wise maximums to get two vectors of maximum similar-
ity values. The frame-wise maximum similarity vector is
then used to compute the inner product with the filtering
score to obtain the similarity score sW2F . We also com-
pute a similarity score sF2W using a word-wise maximum
similarity vector and a weight vector from an FC layer that
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Figure 5. Process of coarse-grained and fine-grain matching. In
the yellow box, we utilize the results of nucleus filtering for weight
values.

is trained in an end-to-end manner. Finally, the two simi-
larity scores are summed to obtain a fine-granularity score
sfine(q, z

v). For query-narration matching, the same pro-
cess is performed with narration embedding vectors to ob-
tain the score sfine(q, zn).

B. Experimental Settings
B.1. Datasets
To validate our model, we utilized the MSR-VTT [41],
MSVD [3], VATEX [36], and DiDeMo [1] datasets, which
are commonly employed in previous studies. Tab. 6 shows
a summary of the properties of four datasets.

MSR-VTT provides 10K web video clips, totaling 38.7
hours of content, along with 200K clip-sentence pairs.
These clips, collected from the YouTube platform, cover a
wide range of visual content across various comprehensive
categories. Each clip ranges from 10 to 30 seconds in length
and is annotated with approximately 20 natural sentences
generated by 1,327 Amazon Mechanical Turk (AMT) work-
ers. MSR-VTT is typically divided into three types of splits
(training/testing): full split (7K/3K), 1k-A split (9K/1K)
[44], and 1k-B split (6.5K/1K) [28]. Among these, the 1k-A
split is most commonly used for performance comparison,
and we adopted this in our evaluation.

The MSVD dataset consists of over 85,000 English de-
scriptions for 2K video snippets. These descriptions were



Dataset Videos Captions Length Source

MSR-VTT [41] 10K 200K 10-30s Youtube

MSVD [3] 2K 8.5K 4-10s Youtube

VATEX [36] 35K 700K Avg 10s
Kinetics

-600,
Youtube

DiDeMo [1] 10K - Max 30s Flickr

Table 6. Statistics of four benchmark datasets.

generated by AMT workers who summarized the action in
each short video snippet with a single sentence. The video
clips are generally set to a short length of 4 to 10 seconds,
each aiming to depict a clear event or action.

VATEX comprises over 35K videos, each averaging
10 seconds in length, accompanied by 700K captions in
both Chinese and English. This dataset includes more
than 206,000 parallel English-Chinese translations, featur-
ing long sentences with relatively diverse lexical character-
istics.

DiDeMo consists of videos sourced from Flickr, which
are trimmed to a maximum length of 30 seconds and divided
into 5-second segments to reduce annotation complexity.
The dataset is split into training, validation, and test sets
containing 8,395, 1,065, and 1,004 videos, respectively. In
total, the dataset includes 26,892 moments, with each mo-
ment potentially associated with multiple descriptions by
different annotators. Following the approach of previous
studies [25, 40], we concatenated all sentence descriptions
of each video into a single sentence query for evaluation
purposes.

B.2. Implementation Details

To ensure reproducibility, we provide additional implemen-
tation details in this section. Following the settings of
CLIP4Clip [25], we configure the initial learning rate to 1e-
7 for the CLIP [30] module, while other modules are set
to 1e-4. The Adam optimizer is utilized, accompanied by
a cosine scheduling strategy and a warm-up proportion of
0.1. Additionally, the temperature hyperparameter for all
softmax functions is set to 0.1.

For preprocessing all datasets, we follow the data prepar-
ing process of CLIP4Clip. Also, we uniformly sample each
video data at 12 frames for MSR-VTT, MSVD, and VATEX
datasets, and sample 32 frames for DiDeMo to cover longer
video duration.

For the hard negative loss, the hyperparameter settings
vary by dataset. For MSR-VTT with the ViT-B/32 back-
bone, we set λ = 0.7, η = 1.8, and α = 1. In contrast,
for the ViT-B/16 backbone, which demonstrates better per-

Type Prompt & Characteristic

Usage Prompt:

A
Briefly describe the object in the image in one
sentence.

Characteristic: Simple, Single sentence

Usage Prompt:

B

You want to view an image, one of the frames in
a video clip, and organize the text description
into a single sentence. Follow these steps. 1.
Analyze the input image by dividing it into
objects, actions, and other parts. 2. Create a
one-sentence text description based on your
previous analysis. 3. Output only the processed
text without any additional description.

Characteristic: Structured, Single sentence

Usage Prompt:

C
Please describe this image for image-captioning
task

Characteristic: Simple, Not single sentence

Table 7. Three different types of prompts used for caption genera-
tion. The characteristic of each type is also denoted.

Prompt type Text-to-video retrieval

R@1 R@5 R@10

A 52.6 82.0 89.5
B 52.6 81.6 89.0
C 53.1 81.4 88.8

Table 8. Text-to-video retrieval results on MSVD depend on the
types of prompts used for caption generation.

formance, we focused on hard negative selection and loss
weighting for performance optimization. Accordingly, for
MSR-VTT, we set λ = 1.1, η = 2.0, and α = 2. For
MSVD, the values are λ = 0.9, η = 1.8, and α = 1. For
VATEX, we use λ = 0.9, η = 1.8, and α = 0.8. For
DiDeMo, we set λ = 1.0, η = 1.9, and α = 1. All experi-
ments are conducted on two NVIDIA RTX A6000 GPUs to
ensure consistency in our experimental setup.

C. Caption Generator

C.1. Prompt Strategies
When using large multimodal models (LMMs) for cap-
tion generation, both the caption quality and inference time
can vary depending on the prompt. Although our NarVid



[Query] a man is driving a black car

[LLaVA 1.5 7B Narration] The image features a black classic car 
driving down a road. … A man is sitting in the driver's seat …
[LLaVA 1.6 13B Narration] The image shows a classic car, 
specifically a vintage Chevrolet Nomad, driving on a road …video9325 frame 2

LLaVA 1.5 7B LLaVA 1.6 13B

: Matching incorrect

: Matching correct

       : Relevant

       : Detail but irrelevant

(b)(a)

Figure 6. Narration comparison on MSR-VTT across different LLaVA versions.

Captioner Time(s) Text-to-video retrieval

R@1 R@5 R@10

LLaVA 0.5B 7.92 50.0 76.2 84.9
LLaVA 7B 25.31 51.0 76.4 85.2

Table 9. Comparison of text-to-video retrieval results on MSR-
VTT based on the LLaVA model size.

framework generates narrations offline, the computational
resources and time required for pre-generating captions re-
main practical challenges in our experiments. Finding the
optimal prompt for each dataset requires substantial exper-
imentation, which may be beyond the scope of our current
research. To address this challenge, we utilized the MSVD
dataset [3] as a testbed, which requires the least computa-
tional resources for inference among the datasets. We first
evaluated the retrieval performance across various prompts
on MSVD and then applied our findings to other datasets.

As shown in Tab. 7, we provide several examples of
prompts with their specific characteristics. We used the
LLaVa 1.5 7B model [22] as a baseline model for the ex-
periments. Prompt A is a simple request to describe the
objects within each frame in a single sentence. Prompt B
is more structured, requiring a single-sentence description
that includes objects, actions, and other parts. Prompt C re-
moves the single-sentence constraint, allowing for a more
detailed description of each frame. As shown in Tab. 8,
prompt C achieves the highest performance in R@1, and we
use it for other experiments. Given the apparent potential
for improvement in these captions, we expect that various
advanced inference techniques, such as in-context learning,
will enhance the performance in future work. The captions
used for experiments will be publicly available with our
code.

C.2. Time Efficiency for Caption Generation

In our experiments, we generated all frame-level captions
per video offline. As shown in Tab. 9, we mainly use the ba-
sic LLaVa 1.5 7B model as a captions generator, therefore
the inference time can be reduced with inference boosting
toolkits. One interesting point is that a lighter frame cap-
tioner (0.5B) can achieve considerable performance with
less computing time.

Matrix Text-to-video retrieval (zero-shot)

R@1 R@5 R@10 MdR MnR

Sqv 31.4 53.8 62.5 4.0 41.3
Sqn 13.7 25.6 31.5 64.5 188.9
Ssum 21.5 37.3 43.8 15.0 109.9
Sfusion 27.3 47.0 56.1 6.0 63.9

Table 10. Results depending on similarity matrices on MSR-VTT
for zero-shot retrieval evaluation. Setting: we extracted CLIP fea-
tures from the videos and their narrations to compare with the
queries’ CLIP features without any training. Sqv and Sqn are the
query-video and query-narration similarity matrices, each. Ssum

indicates the element-wise sum of the two matrices, while Sfusion

represents the element-wise sum of the two normalized matrices.

Matrix
Text-to-video retrieval

MSR-VTT DiDeMo

R@1 R@5 R@10 R@1 R@5 R@10

Sqv 46.3 74.3 82.9 48.9 77.7 84.8
Sqn 46.0 75.2 83.2 46.7 72.9 82.2
Ssum 51.0 76.4 85.2 52.5 79.1 85.7
Sfusion 51.0 76.4 85.2 53.0 79.5 86.0

Table 11. Retrieval performance comparison based on the similar-
ity matrices on our NarVid framework. Note that Sqv , Sqn Ssum

and Sfusion are same operation as Tab. 10.

C.3. Performance Discrepancy by LLaVA 1.5 7B vs
1.6 13B

In general, the larger VLM tends to generate more detail
and long captions, but all of them are not necessarily re-
lated to given queries, which shows less portion of query
vocabulary (Fig. 6 (a)). The well-generated captions with
query-irrelevant words may cause a negative effect on the
retrieval performance, as shown in Fig. 6 (b).

D. Ablation Study

D.1. Effectiveness of Narration Utilization
Zero-shot retrieval performance. Can captions from good
models such as LMMs deliver outstanding results on their
own? To answer this question, in Tab. 10, we evaluate zero-
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Figure 7. Visualization of similarity matrix distribution for query-
video and query-narration. (a) results for MSR-VTT. (b) results
for DiDeMo

shot retrieval to verify the importance of effectively utiliz-
ing narration information without training. For the exper-
iment setting, we extracted CLIP features from each video
and its narration, applied mean pooling, and evaluated zero-
shot retrieval performance with given queries. In the ta-
ble, the query-to-video retrieval shows reasonable retrieval
performance without training, while the query-to-narration
retrieval shows significantly lower performance. Although
an element-wise matrix summation or the fusion approach
used in our NarVid framework shows some improvements,
the retrieval performances remain insufficient for practical
retrieval scenarios. These experimental results once again
support the claim of our framework that the information
from the generative model should be utilized appropriately,
including training.

Similarity matching fusion. After the training process
on our NarVid, we utilize the query-video similarity matrix
Sqv as well as the additional query-narration similarity ma-
trix Sqn during the inference phase. However, as shown in
Fig. 7, the distributions of the elements in the two matri-
ces are notably different. Therefore, a simple summation
of these matrices could lead to an overemphasis on one as-
pect over the other. To mitigate this issue, we standardize
the element values in each matrix separately before summa-

Temporal modeling Text-to-video retrieval

ϕtemp(v̂) ϕtemp(n̂) R@1 R@5 R@10

✓ 49.1 75.9 84.8
✓ 50.2 75.8 85.4
✓ ✓ 51.0 76.4 85.2

Table 12. Comparison of the impact of temporal modeling on per-
formance across modalities on MSR-VTT

tion, using their means (µqv, µqn) and standard deviations
(σqv, σqn). The two standardized matrices are then fused
to form the final score matrix Sfusion, ensuring a balanced
consideration of both aspects, which is defined in Eq. (11).

Tab. 11 presents the effect of the similarity matrix fu-
sion on the MSR-VTT [41] and DiDeMo [1] dataset. The
improvement of over 4.4% in R@1 performance when com-
bining the two matrices indicates that the information from
video and narration works complementarily. Furthermore,
the results on DiDeMo confirm that Sfusion outperforms
the element-wise summation. The results demonstrate the
effectiveness and robustness of our fusion method, espe-
cially when the distributions of the two matrices differ re-
garding their standard deviations, as illustrated in Fig. 7 (b).

D.2. Temporal Modeling Details.
The temporal block in Eq. (3) is defined as ϕtemp(v̂) =
Transformer(v̂ + P ) + v̂, where P represents the po-
sitional embedding, as used in CLIP4Clip [25]. Temporal
modeling is commonly applied to videos, as supported by
Row 1 of Tab. 12. Similarly, although narrations have in-
herent temporal orders, we believe that effectively capturing
the temporal relationships among frame-level captions en-
hances representation. Notably, removing ϕtemp from the
narration led to a 0.8% decrease in R@1, highlighting the
significance of temporal modeling.

D.3. Cross-View Hard Negative Loss
Fig. 8 shows the performance of R@1 with varying values
of λ and η, which are hyperparameters used in the hard neg-
ative rank loss of Eqs. (6) and (8). λ is a scaling factor
that establishes the threshold for selecting hard negatives
within the query-video and query-narration similarity ma-
trices. Likewise, η serves as a scaling factor that modifies
the thresholds in the cross-view hard negative loss. The bal-
ance between λ and η is crucial for optimal performance,
achieving its best results at λ = 0.7 and η = 1.8.

Intuitively, employing the same hyperparameters during
training may lead to a decrease in the selection of hard neg-
ative samples, consequently diminishing the impact of the
hard negative loss. This raises an intriguing question about
the benefits of focusing on hard negative samples in the later



Figure 8. Ablation study results of λ and η, used in the hard nega-
tive loss, with α set to 1, conducted on the MSR-VTT.

Figure 9. Variations in selected hard negatives with the increase of
λ, along with the corresponding recall results on MSR-VTT.

Figure 10. Variations in selected hard negatives with the increase
of α, along with the corresponding recall results on MSR-VTT.

stages of training. To address this question, we linearly in-
creased λ to acquire more hard negative samples during ex-
perimentation. As shown in Fig. 9, our findings reveal that
while this approach successfully increased the quantity of
hard negative samples, it resulted in a degradation of per-
formance. This indicates that forcing easy samples to be
treated as hard negatives may hinder representation learn-

Loss Text-to-video retrieval

R@1 R@5 R@10

Only LNCE 50.4 76.1 84.6
LNCE + LH

NCE 50.9 76.2 85.2
LNCE + LCVH 51.0 76.4 85.2

Table 13. Comparison of performance results for different loss
configurations on MSR-VTT.

ing.
Fig. 10 presents the results of linearly increasing α,

which similarly shows performance degradation. Notably,
in the case of increasing α from 1.0 to 2.0, which em-
phasizes the hard negative loss, we found that the number
of selected hard negative samples actually increased.
The result suggests that dynamically modifying the hard
negative loss weight to focus more on hard negatives may
negatively impact the learned representations.

We conducted additional experiments with different
types of hard negative loss functions; using the same unified
hard negative samples Hi (for query-to-video and query-
to-narration) and HT

i (for video-to-query and narration-to-
query), we evaluate the performance of hard negative loss
based on the InfoNCE loss, LH

NCE , defined as follows:

LH
qv = − 1

2B

B∑
i=1

log
eSqv(i,i)∑

j∈Hi

eSqv(i,j)
+ log

eSqv(i,i)∑
j∈HT

i

eSqv(j,i)

 ,

LH
qn = − 1

2B

B∑
i=1

log
eSqn(i,i)∑

j∈Hi

eSqn(i,j)
+ log

eSqn(i,i)∑
j∈HT

i

eSqn(j,i)

 ,

LH
NCE =

1

2
(LH

qv + LH
qn). (12)

As shown in Tab. 13, both types of hard negative loss as-
sist the model in learning discriminative features. This
highlights the effectiveness and robustness of our method
that leverages unified negative samples from two differ-
ent views: inter-modality (query-video) and intra-modality
(query-narration).

D.4. Cost per Each Module.
For the number of trainable parameters, the two Cross-
Modal Interactions have ϕco−attn (3.7M) and ϕtemp

(12.7M), respectively. The Narration Matching has 0.3M,
leading to a 12% increase over the baseline [25] (136.2M).



For FLOPs, the Narration Matching shows a 30.5G increase
due to the expanded caption encoding, reaching 1.5 times
the baseline (54.4G). The others have little impact.

E. Qualtative Analysis
To qualitatively analyze and demonstrate the effectiveness
of employing narration in text-video retrieval, we pro-
vide additional examples of retrieval results and generated
frame-level captions for three datasets: Fig. 11 for MSVD,
Fig. 12 for VATEX, and Fig. 13 for DiDeMo. Additionally,
Fig. 14 shows examples with incorrect results due to short
and general queries.



Results

!!	: The image features a woman with a blue eye shadow on her eyelids, using a makeup brush to 
apply it…

!"	: She has a blue eye shadow on her eyelid, which is a prominent feature of her eye makeup…

!#	:  She is using a brush to apply eye shadow, focusing on her eyelid and eye area…

Retrieved Video ID : fIaLVw_Gc_w_99_109

(a)

Narration

Query: A woman is applying blue eye shadow to the inside corner of her eyelid

Results

!!	: The slices of bread are placed on a table, and the scene appears to be captured in a kitchen 
setting…

!"	: A spoon is being used to spread butter on the bread …

!!$	: The toast is placed on a dining table, and the person is using a spoon to apply the butter …

Retrieved Video ID : fMXfphSi6Yw_7_12

(c)

Narration

Query: A split loaf of bread is laying on a table and someone uses a spoon to spread butter over the two halves

Results

!!	: The image captures a gymnastics competition where a young woman is performing a trick on a 
horizontal bar…

!"	: The image features a gymnast performing a daring trick, flipping upside down in the air while 
holding onto a bar…

!%	: The gymnast is in the middle of the beam, showcasing their skills and balance…

Retrieved Video ID : fMXfphSi6Yw_7_12

(b)

Narration

Query: A woman performing gymnastics on a narrow beam loses her balance after doing a summersault

Figure 11. Text-to-video retrieval results on MSVD. (a) In the provided query, NarVid effectively identified the subject, a woman, and
accurately recognized details such as the blue eye shadow color and the makeup situation on the eyelid. (b) NarVid demonstrates a good
understanding of gymnastics, specifically the narrow beam and the somersault action, describing it as flipping upside down in detail. (c)
NarVid not only understands the layout of the bread and table but also detects the spoon’s movement to locate the right video.

Results

!!	: The person is likely a diver or a swimmer, as they are wearing a full-body wetsuit and a mask. 
The wetsuit is blue, and the person is holding the buoy with both hands …

!"	: Another person is standing nearby, possibly assisting or observing the diver …

!#	: The image depicts a group of people in the water, with one person wearing a yellow and black 
diving suit and holding a yellow tube …

Retrieved Video ID : B5b2rBinfCw_000024_000034

(a)

Narration

Query: Three divers work under water as one diver holds a mechanism while another holds a tube and the third watches.

Results

!$	: The image features a man in a red shirt standing in a workshop, holding a tube of wood glue …

!%	: He is holding a piece of wood, possibly a triangle, and is in the process of attaching it to the 
wall …

!!&	: The image shows a man in a red shirt working on a piece of wood in a workshop …

Retrieved Video ID : F29GqCDFic8_000711_000721

(c)

Narration

Query: A man in a red shirt is spreading wood glue on a something he is building, then places a large piece of wood where he spread the glue.

Results

!!	: The image features a young girl standing in a bathroom, washing her hands. She is using a hand 
soap dispenser to clean her hands thoroughly …

!%	: The paper appears to be a large blue map, possibly a blueprint or a drawing, and the person 
seems to be examining or studying it closely …

!'	: The image is a painting of a red and blue cross, with the red cross being larger and more prominent …

Retrieved Video ID : ay4oamtb_Bo_000009_000019

(b)

Narration

Query: A little girl is in the bathroom washing her hands when someone holds up a sign with an "x" on it.

Figure 12. Text-to-video retrieval results on VATEX. (a) The narration effectively captures the actions of the three individuals in the video,
leading to positive retrieval results for Narvid. (b) The narration effectively identifies local information in two scenes: One showing the
girl washing her hands and another with her holding up the “x” sign. (c) Narvid correctly identifies the man in a red shirt by observing
woodworking behaviors like using wood glue and handling wood pieces over time.



Results

!!	: There are also two other people in the scene one standing to the left of the tank and the other on 
the right side …

!"	: The tank is positioned in the middle of the scene, with the man standing closer to the left side of 
the tank …

!#	: The man is wearing an orange vest, which makes him stand out against the background …

Retrieved Video ID : 
10287726@N02_3668334480_3e44bb6f8d

(a)

Narration

Query: A tank drivers by a man wearing on orange and yellow vest man in orange vest first appears silver hair is seen on left side of screen

Results

!"	: The image features a young baby sitting on a couch, smiling and looking up at the camera …

!$%	: The image features a baby sitting on a couch, holding an orange ball in its hand …

!&!	: The image features a young child sitting on a couch, smiling and laughing …

Retrieved Video ID : 
45676902@N00_4966361149_0b02196c04

(c)

Narration

Results

!%	: The man is wearing a yellow jacket and appears to be waiting for the bus …

!$$	: The image depicts a man in a yellow shirt standing on a city street, waiting to board a bus. The 
bus is parked on the side of the street, and the man is holding onto the bus door handle to enter …

!$!	: The image depicts a busy city street with a white bus driving down the road, surrounded by various 
vehicles …

Retrieved Video ID : 
11699242@N07_8718734889_1f5eb11411

(b)

Narration

Query: Smiley faceon ballhappy faceis shown person’s hand holds up orange toy orange ballis placed against baby’s facewe see smiley faceon orange ball briefly

Query: A man in a yellow shirtsteps onto a bus, bus pulls away from bus stop the person in the yellow shirtsteps onto the bus, and the bus doors close behind him

Figure 13. Text-to-video retrieval results on DiDeMo. (a) The narration is effective in identifying objects like a tank or a man in an orange
vest in videos, as well as indicating location expressions like left. (b) NarVid clearly understands the behavior of the man wearing a yellow
shirt over time and notes that he boards the bus. (c) The narration assists in identifying the baby, the ball, and the baby’s joyful expression
in the video.

Results

Query: A man is playing a guitar
Retrieved Video ID : lSnWhsmlGec_5_10

(a)

Results

Query: A man is playing the guitar seated on a bench in an outdoor location
Retrieved Video ID : fgWFxFg7-GU_10_26

(b)

Results

Query: boys are fighting
Retrieved Video ID : n_Z0-giaspE_168_193

(c)

Results

Query: some boys are pretending to fight with fake weapons in a yard
Retrieved Video ID : fr9H1WLcF1A_326_336

(d)

Figure 14. Example of mismatched results from NarVid due to a short query in the MSVD dataset: Queries (a) and (b) demonstrate how
a short query with less information can lead to similar but incorrect retrieval results. In contrast, a detailed query specifying the location
(sitting on a bench and outdoors) yields the correct answer. Similarly, queries (c) and (d) illustrate that adding specific details, such as
holding weapons or fighting in the yard, to the short query (boys are fighting) can produce an accurate result.


