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This appendix supplements the main paper by providing
additional implementation details (Appendix A), experiments
(Appendix B), and qualitative results (Appendix C).
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A. Implementation Details

We provide details on the LLM evaluation metric (Ap-
pendix A.l), the list of prompts for the translation model
(Appendix A.2), the background description collation (Ap-
pendix A.3), the architectural design for the mapping network
on BOBSL (Appendix A.4), and the training procedure on
How2Sign (Appendix A.5).

A.1. LLM Evaluation metric

As mentioned in Sec. 4.1, our LLM-based evaluation metric
is adapted from the CLAIR framework [4]. Here, we detail the
prompts and show an analysis for this metric.

LLM evaluation prompt. Fig. A.1 shows the system, user,
and assistant prompts, that we inputto GPT-4o-mini [I12],
to define the sign language translation evaluation task. To
calibrate the language model, we include 12 manually annotated
in-context examples, displayed in Tab. A.12, with two examples
per score from O to 5. Each example contains both the score
and the reasoning according to our instructions, focusing on
key nouns and verbs, while giving less importance to pronouns.
This approach makes the metric interpretable, as the LLM
outputs detailed reasoning for each score.

LLM evaluation analysis. As discussed in Sec. 4.3, we provide
additional analysis and statistics on LLM-based evaluation.
A human study was conducted where 5 annotators manually
scored a set of 70 translations. Fig. A.2 and Fig. A.3 illustrate
the correlation between the average of these human scores,
various automatic metrics [11, 13, 15], and our LLM-based
evaluation metric. As shown in Fig. A.2, the LLM-based metric
exhibits the highest correlation with human judgments. This
strong correlation highlights its potential as a useful method
for evaluating sign language translations. We further provide
qualitative examples for the LLM scores in Fig. A 4.

A.2. Prompt details

As explained in Sec. 3.1 of the main paper, we use five distinct
prompts to define the task and to describe each cue. The exact
prompts are provided in Tab. A.1. Note that when randomly
dropping a cue, we also omit the corresponding prompt.



{

“role”: “system”,

“content”: “Evaluate how well the candidate sentence aligns with the content and meaning of the reference sentence on a scale of 0 to 5.
Prioritize key nouns and verbs, while giving less importance to subject, pronouns, adjectives, and adverbs.
Scoring Rules:
Score at least 1: If the candidate sentence shares at least one key noun or verb (or their synonyms) with the reference sentence.
Score at least 3: If the candidate sentence matches most of the key nouns and verbs (or their synonyms) from the reference sentence.
Score at least 5: If the candidate sentence conveys the same overall meaning as the reference sentence, with only minor differences.
Note: Do not penalize differences in less important words or variations in sentence structure.
Focus solely on the essential meaning conveyed by the key nouns and verbs.
The candidate sentences are sign language translations of a signer signing the reference sentence.
Try to be liberal in the nouns and verbs you consider.”

}

# Example 1

2, ¢

“role”: “user”,

“content”: “Assign a score from 0 to 5 based on the rules provided.
Provide your answer in JSON format with keys “score” (0-5) and “reason’ with a brief explanation.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the JSON string.
Reference Sentence: It’s blind to the genius loci.

Candidate Sentence: And that’s what it means to be dislocated.”

b
{
“role”: “assistant”,
“content™: ““{
“score”: 0,
“reason”: “No shared key nouns or verbs; the reference mentions ‘blind” and ‘genius loci’, while the candidate mentions ‘dislocated’; meanings
are different.”
)
b

# Examples continued...

), ¢

“role”: “user”,

“content’: “Assign a score from 0 to 5 based on the rules provided.
Provide your answer in JSON format with keys “score” (0-5) and “reason’ with a brief explanation.
DO NOT PROVIDE ANY OTHER OUTPUT TEXT OR EXPLANATION. Only provide the JSON string.
Reference Sentence:{text gt}

Candidate Sentence:{text_pred}”

}

Figure A.1. LLM evaluation prompt: We provide the input format that we feed to GPT-40-mini [12] to evaluate the quality of the translated
sentence (text _pred) by asking the LLM to compare it against the ground truth sentence (text _gt). Specifically, we design a system prompt to
define the task, and a series of user-assistant prompt pairs to provide input-output examples for calibration. The last user prompt includes the translated
sentence to be evaluated. Instructions are repeated at each user prompt. Here, we display only one example (enclosed in between # comment lines to fa-
cilitate the reading). In practice, we provide 12 in-context examples, which are listed in Tab. A.12, and the full prompt can be found in the code release.

Type Prompt A.3. Background description collation
You are an Al assistant designed to inter-
Initial t a vid f a sign 1 signi . .
utt pret @ vi ,eo © . a,g,lgn. anguage Siening In Fig. A5, we illustrate two examples to show the process for
sequence and translate it into English. o . . £
Provious sentence The previous context is the following: the background description collation. As explained in Sec. 3.2,
The following are some possible words in the first step, we extract captions from multiple frames; in
Pseudo-glosses . . .
present in the sentence: the second step, we take the unique words after filtering out
g(z:;kground descrip- Description of the background is: stop words.
Visual features The following are the video tokens: We further perform several analyses on these background
descriptions on the BOBSL training set. First, we measure the
Table A.1. Prompt details. Each cue is accompanied by a specific similarity between background descriptions and the ground
prompt that explains the task and helps the model differentiate between truth translation sentences, and obtain 3.4% IoU, 5.3% precision,

the various inputs. and 9.3% recall. We note that the informative signal in the

background descriptions may be beyond the exact word overlap.
Next, we look at the distribution of parts of speech, revealing
56.1% nouns, 19.4% verbs, 11.8% adjectives, and 7.9% proper
nouns. Among the most frequently occurring words, “man”
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Figure A.2. Correlation between human judgement and evaluation metrics: We plot the scores obtained via human evaluation (‘Manual’)
against the LLM evaluation scores and the standard captioning metrics (BLEU, ROUGE, and BLEURT). We observe that the LLM score correlates

the most with human judgement.
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Figure A.3. Correlation between LL.M evaluation and other metrics: We plot the LLM scores on the BOBSL SENT-VAL and compare against

the standard captioning metrics.

was identified as the most common noun, “standing” as the
most common verb, and “front” as the most common adjective.

A.4. BOBSL mapping network

The details of the 2-layer MLP used as the mapping network
are provided in Tab. A.2. The input to the mapping network
consists of Video-Swin features, and its output serves as the
input to the LLM decoder. Specifically, in our experiments, the
size of the Video-Swin features is 768, while the input size of
the LLM decoder (Llama3-8B) is 4,096.

A.5. How2Sign training details

ISLR training details. As mentioned in Sec. 3.2 of the main
paper, we fine-tune the Video-Swin model, which is released
by [14], with annotations provided by [5]. The training data is
automatically annotated from mouthing and dictionary sources,
and we set thresholds at 0.75 and 0.5, respectively, to filter the
data and enhance its reliability. We train the model on 4 A6000

layer | input sizes output sizes
feq TxC TxC’
gelu TxC’ TxC’
fco TxC’ TxC”

Table A.2. Mapping network architecture for BOBSL training.
We display the 2-layer MLP details, which consists of fully-connected
layers and a gelu activation. C' = 768 represents the number of
channels in the Video-Swin features, while C’ = 4,096 denotes the
input size of the LLM decoder. T represents the temporal length of
the input feature sequence, which has an average value of 56.

GPUs with a batch size of 24 per GPU, utilising the Adam
optimizer [8]. Training is performed in bfloat16 precision. The
training spans 30 epochs, including the warmup phase for the
first 1 epoch. The learning rate is set to 0.0001 and one cycle
cosine learning rate scheduler is adapted.

Visual features. We set the stride (s) to 1 for feature extraction
using the Video-Swin model on the How2Sign dataset, as the



GT: “We've got people from over 20 different countries working here.”
Pred: “We've got about 20 different nationalities working here.”

Human LLM B-RT R-L BLEU4

LLM Reasoning: Conveys the same overall meaning; both mention 20" and
Lrefer to 'countries' and 'nationalities' with minor wording differences.

GT: “OK, we'll just ring him next time.”
Pred: “T'll call you back.”

Human LLM B-RT R-L  BLEU4

LLM Reasoning: Shares key verb 'call' (synonym of 'ring'); both imply a
promise to communicate later, but details about the recipient differ.

GT: “By the mid-1970s, nearly half of the world's virgin rainforests had already
been destroyed.”
Pred: “By the 1970s, 50% of the forest had been cleared”

Human LLM B-RT R-L  BLEU4

LLM Reasoning: Shares key nouns '1970s', 'forest'; indicates similar
destruction of rainforests with slight differences in wording.

= )

Figure A 4. Qualitative examples of LLM evaluation: The scores
obtained by LLM strongly correlate with human judgements while si-
multaneously being able to give detailed descriptions for the reasoning.
All scores above are scaled to be out of 5 to make the comparison easier.

layer kernel stride | padding input sizes output sizes
convy 5 1 2 TxC TxC
reluy - - - TxC TxC
maxpooly 2 2 - TxC T/2xC
convy 5 1 2 T/2xC T/2xC
relus - - T/2xC T/2xC
maxpoolo 2 2 - T/2xC T/4xC
[ - - - T/4xC T/4xC’
gelu - - - T/4xC™ | T/4xC’
fco - - - T/AxC" | T/4xC’

Table A.3. Mapping network for How2Sign training. We apply
1D CNN on the visual features extracted from the Video-Swin ISLR
model. The output of this CNN is then fed into a 2-layer MLP.
C =768 represents the number of channels in the Video-Swin features,
while C’ = 4,096 denotes the input size of the LLM decoder. T
represents the temporal length of the input feature sequence, which
has an average value of 171.

data is smaller and manageable for training. The average number
of features is 171, corresponding to a 6.8-second long sequence.

Mapping network on How2Sign. As mentioned in Sec. 3.3
of the main paper, we further provide detailed information
about the mapping network for training our model on the
How2Sign dataset. Through our experiments, we found that
training with only 2-layer MLP was not successful on the
How2Sign dataset. Therefore, we add a simple 1D CNN
before the MLP layers to compress the long sequences with
minimal additional parameters. The 1D CNN is configured
with a specific sequence of layers:{K5, P2, K5, P2}, where K,

Model | Size| B4 B-RT R-L CIDEr IoU LLM

Llama3.2 | 1B |24 392 158 358 13.6 1.05
Llama3.2 | 3B |3.1 400 17.0 419 14.6 120
Llama3 | 8B |3.3 403 169 419 148 1.20

Table A4. LLM decoder variants. The Llama3-8B model used
in the main paper performs overall better than more recent variants
of Llama3.2 with less parameters. Note the results are reported on
BOBSL SENT-TEST.

denotes a kernel size of o, and P, represents a pooling layer
with a kernel size of o [7]. Details of this mapping network,
including input and output sizes, are provided in Tab. A.3.

Target sentence augmentation for How2Sign. We observe
overfitting starting from around 5-6 epochs when training
with an LLM on the relatively small How2Sign dataset. To
further improve the model’s performance, we employ a data
augmentation technique that randomly drops 0-20% of the
words from the GT sentences.

B. Additional Experiments

We examine performance variations when using different
LLM decoders (Appendix B.1), evaluate all possible cue
combinations (Appendix B.2), investigate scenarios with
missing cues (Appendix B.3), with multiple number of previous
sentences (Appendix B.4), and with various background
frame sampling rates (Appendix B.5). We also showcase
the performance of our ISLR backbone on the HowSign
dataset (Appendix B.6), and report the reproduction results of
GFSLT [17] and Sign2GPT [16] on the PHOENIX14T dataset
(Appendix B.7). Finally, we demonstrate the applicability of
our method on PHOENIX14T (Appendix B.8).

B.1. Llama decoder variants

To further analyse the impact of the LLM decoder on
performance, we experiment with various Llama variants.
Specifically, we compare the Llama3-8B model used in the
main paper experiments to more recent and smaller Llama3.2
models: Llama3.2-1B and Llama3.2-3B. As shown in Tab. A .4,
Llama3.2-3B  demonstrates performance comparable to
Llama3-8B. When using the Llama3.2-1B model, we observe a
performance drop of 0.7 in the BLEU-4 (B4) score compared to
the Llama3-8B model. However, Llama3.2-1B still outperforms
all baselines compared in Tab. 3 of the main paper. Note that
this experiment is conducted on BOBSL SENT-TEST.

B.2. Combining different cues

We complement Tab. 1 of the main paper by providing results
of all possible cue combinations in Tab. A.5. These experiments
reveal consistent performance improvements with each added
cue, demonstrating that all cues complement each other.



Step 1) Extract captions for each background image

Step 1) Extract captions for each background image

a bridge over a
river with a
stone structure

a bridge over a
river with a
stone structure

a bridge over a
river with a
green grassy area

a man is walking
through a field
with trees

a satellite view
of the green land
and water

a satellite image a harbor with a harbor with
of seahouses, many boats docked| |many boats docked
england in it in it

Step 2) Take the unique words after filtering out stop words

bridge, river, stone, structure, green,
grassy, area, man, walking field, trees

Step 2) Take the unique words after filtering out stop words

satellite, view, green, land, water, image,
seahouses, england, harbor, many, boats, docked

Figure A.5. Background description collection: We illustrate, with two examples (left and right blocks), the process of collecting a background
description from a signing sentence video. First, we use the BLIP2 image captioner [10] to extract captions for a sequence of background frames
in the video. Then, we remove stop words and use the set of unique words to represent the final background description.

Vid PG Pre™ BG | BRT IToU LLM
v | 410 166 129
v v 418 175 140
v v 415 170 138
v v | 419 175 141
v v v 425 181 145
v v v | 432 186 154
v v v | 431 183 152
v v v v | 435 188 156

Table A.5. Combining different cues. We complement Tab. 1 of
the main paper with more combination of cues and report results on
BOBSL SENT-VAL. A checkmark v” indicates a cue provided during
training and testing.

B.3. Missing cue scenario

As discussed in Sec. 3.3 of the main paper, the Drop Cue
augmentation enables our model to perform flexible translations
even when certain cues are missing during test time. The exper-
imental results are presented in Tab. A.6. Note that, while the
previous Tab. A.5 displays the performance of models trained
with various cue combinations, Tab. A.6 reports the inference re-
sults of the model trained with all cues. Notably, our final model
achieves results comparable to those of the models trained on
specific combinations of cues (i.e. models listed in Tab. 1 of
the main paper). This demonstrates that our final model can
perform sign language translation with minimal performance
degradation when certain cues are unavailable during inference.

B.4. Number of previous sentences

Tab. A.7 reports the results of our best model (Vid+PG+Prev'™d
+BG) on SENT-TEST, using 2-3 previous sentences as con-
text during both training and inference. As shown in the table,
providing a longer previous context results in only a marginal
improvement (+0.1 BLEU-4 and +0.3 ROUGE). While addi-
tional context slightly improves B-RT (41.0 vs. 40.3), it comes
at the cost of increased computational overhead during inference.
To balance performance and efficiency, we use only a single

Vid PG Prev™  BG | BRT ToU LLM
v | 411 172 131
v v 418 181 141
v v 417 173 1.39
v v | 420 170 142
v v v 42,6 178 149
v v v | 428 187 152
v v v | 425 177 152
v v v v | 85 188 156

Table A.6. Missing cue scenario at test time. We perform inference
using the model trained with all cues. A checkmark v” indicates a cue
provided during inference, while a blank space denotes a missing cue.
Results are reported on BOBSL SENT-VAL.

#prev. B4 B-RT R-L CIDEr IoU LLM
1 33 403 169 419 148 120
2 33 406 170 428 149 121
3 34 410 172 439 151 124

Table A.7. Number of previous sentences (BOBSL SENT-TEST).
‘We experiment with giving more previous context, and achieve only
marginal improvements.

previous sentence for inference.

B.5. Background frame sampling rate

Tab. A.8 reports the results of our best model (Vid+PG+Prev'rd
+BG) on SENT-TEST, when varying the sampling rate of the
background frames during both training and inference. In the
rest of the experiments, we sample a background caption every
1 second. In Tab. A.8, we experiment with reducing this rate by
sampling every 2 or 3 seconds. Since we remove repeated words
in background captions, we do not experiment with sampling
more than 1 frame per second (adjacent frames often depict
nearly identical scenes). We obtain (40.3, 40.2, 40.0) BLEURT
when sampling every (1, 2, 3) seconds, indicating little effect
on performance at lower sampling rates. Thus, sampling ev-



Sampling rate (sec) B4 B-RT R-L CIDEr IoU LLM

1 33 403 169 419 148 120
2 33 402 170 413 148 120
3 31 400 169 409 145 119

Table A.8. Background frame sampling rate (BOBSL SENT-TEST).
‘We experiment with the background frame sampling rate, by sampling
a caption every 1-2-3 seconds, and see little effect on performance
when sampling less frames (last row). Note that each sentence lasts
on average 4.5 seconds.

Model Per-class
top-1 top-5

445 687

Per-instance
top-1 top-5

595 789

Training

I3D [5] BOBSL — How2Sign
Video-Swin (Ours) | How2Sign 639 860 |41.8 69.3

Video-Swin (Ours) | BOBSL — How2Sign | 77.0 92.8 | 58.5 82.3

Table A.9. ISLR performance on How2Sign test set. Per-instance
accuracy is measured over all test instances, while per-class accuracy re-
flects the average performance across the sign categories in the test set.

ery second avoids missing scene transitions while remaining
computationally feasible.

B.6. ISLR performance on How2Sign

The test set provided by [5] is composed of 2,212 manually
annotated data. We evaluate both per-instance and per-class
accuracy metrics. Per-instance accuracy is calculated across all
test instances, while per-class accuracy represents the average
performance across the sign categories in the test set. This
metric is particularly useful for addressing the unbalanced
nature of the datasets, as recommended in [2].

As shown in Tab. A9, our Video-Swin ISLR model,
trained without pre-training on the BOBSL dataset, achieves
performance comparable to the I3D ISLR model [5], which
is pre-trained on the BOBSL dataset and fine-tuned on the
How?2Sign dataset. Furthermore, when the Video-Swin ISLR
model is initialised with weights pre-trained on the BOBSL
dataset, as released by [14], and further fine-tuned on the
How2Sign dataset by us, it achieves a 13.1% improvement
in per-instance top-1 accuracy and a 16.7% improvement in
per-class top-1 accuracy. This underscores the effectiveness and
robustness of our framework’s ISLR backbone.

B.7. Reproducing GFSLT and Sign2GPT on
PHOENIX14T

As mentioned in Sec. 4.2 of the main paper, we reproduce
the performance of the GFSLT and Sign2GPT models on
the PHOENIX14T dataset [3, 9]. The results are shown in
Tab. A.10. The 1 symbol denotes the reproduced results, which
show comparable performance to the results reported in their
original papers across all metrics.

Training on BOBSL. For GFSLT, we observed that using
the official codebase leads to gradient divergence during
the masked word reconstruction process in text decoding.

Model ‘ Bl B2 B3 B4 RL
GFSLT [17] 4371 33.18 26.11 21.44 4249
GFSLT [17] t 42.02 31.88 2530 20.76 42.62
Sign2GPT [16] 4543 32.03 2423 1942 4523
Sign2GPT [16] t 44.14 3272 2549 20.82 43.70

Sign2GPT (w/PGP) [16] |49.54 35.96 28.83 22.52 48.90
Sign2GPT (w/PGP) [16] 1| 46.90 35.72 28.30 23.22 46.28
Table A.10. Reproducing GFSLT and Sign2GPT on PHOENIX14T.
1 denotes our reproduction results and PGP denotes pseudo-gloss

pre-training introduced in [16].

Model | B4 BRT RL CIDEr IoU
GFSLT [17] 2144 - 4249 - -
Sign2GPT [16] 1942 - 4523 - .
Sign2GPT (w/PGP) [16] | 22.52 - 4890 - -

Ours (Vid) 20.58 52.25 41.20 190.40 34.05

Ours (Vid+PG [1]) 23.80 52.80 46.11 227.05 38.49
Table A.11. Evaluation of our model on PHOENIX14T test split.
Incorporating PG as an additional textual cue improves performance
across all evaluation metrics.

To mitigate this issue, we reduced the weight of the word
reconstruction loss from 1 to 0.1. For Sign2GPT, as the official
codebase only includes the model and hyperparameters, we
developed training code using Accelerate [0] framework.

B.8. Evaluation of our model on PHOENIX14T

To evaluate the generalisability of our model, we conduct
experiments on the PHOENIX14T dataset [3, 9]. We extract
video features using a Video-Swin model trained with
pseudo-glosses (PG) obtained from SlowFastSign [1]. As
shown in Tab. A.11, when fine-tuning an LLM-based model
using only video features, we achieve a BLEU-4 score of 20.58
and a ROUGE-L score of 41.20. By incorporating PG as an
additional textual cue, performance improves to a BLEU-4
score of 23.80 and a ROUGE-L score of 46.11. Compared to
Sign2GPT [16], which reports a BLEU-4 score of 22.52 and a
ROUGE-L score of 48.90, our model demonstrates comparable
performance while highlighting the effectiveness of leveraging
PG as an additional cue.

Note that no other contextual information (i.e. previous sen-
tence, background) is available for this evaluation. Although
PHOENIX14T consists of TV weather broadcasts, the dataset is
segmented at the sentence level and lacks context from previous
sentences or background information. Moreover, the dataset
includes manually annotated glosses and has a restricted vocab-
ulary, leading to performance saturation. This setting therefore
does not reflect open-vocabulary tasks, which present greater
challenges in real-world scenarios.



Reference: It’s blind to the genius loci.

1 Candidate: And that’s what it means to be dislocated.
Score: 0
Reason: No shared key nouns or verbs; the reference mentions ‘blind’ and ‘genius loci’, while the candidate mentions ‘dislocated’; meanings are different.
Reference: She put it by the entrance to the earth so we figure that they like heavy metal or something.
2 Candidate: You've been in a wheelchair for a long time.
Score: 0
Reason: No shared key nouns or verbs; the reference talks about ‘entrance’, ‘earth’, ‘heavy metal’, while the candidate mentions ‘wheelchair’; meanings are unrelated.
Reference: You’re coming along to the finale tomorrow?
3 Candidate: I'll have to wait until tomorrow.
Score: 1
Reason: Shares the key noun ‘tomorrow’ but lacks other key content; meanings are somewhat related but differ.
Reference: A man’s can was open for attack at any point in their life.
4 Candidate: ~ It’s not a joke, it’s a way of life.
Score: 1
Reason: Shares the key noun ‘life’, but overall meanings are different; reference discusses vulnerability, candidate discusses lifestyle.
Reference: Richard called English Nature, who told him that they were natterjack toads, Britain’s rarest amphibian.
5 Candidate: Richard, a Nottinghamshire Englishman, is a naturalist.
Score: 2
Reason: Shares key nouns ‘Richard’ and ‘English’; candidate omits details about ‘natterjack toads’ and ‘Britain’s rarest amphibian.
Reference: Cromwell treated Ireland like the primitive colony he thought it was, moving the Irish off their farms and using the land to pay his soldiers.
6 Candidate: Cromwell was just one of many areas where the IRA set up roadblocks to stop loyalist paramilitaries and farmers from getting through.
Score: 2
Reason: Shares key nouns ‘Cromwell’, ‘Ireland’, ‘farmers’; reference discusses historical actions, candidate discusses modern events; meanings differ.
Reference: He sort of guessed it would be 21 maybe 28 days, ended-up being 35.
7 Candidate: He thought it was 21 days.
Score: 3
Reason: Matches key nouns ‘he’, ‘thought’, ‘21 days’; candidate conveys a similar time estimation with fewer details.
Reference: They get as high as they can off the ground to push the other male down to the floor, and once that male becomes subservient, he slinks off and the dominant
8 male then goes to his female to breed.
Candidate: But when one of them is selected, it’s the females that can be changed to breed with the new male.
Score: 3
Reason: Shares key nouns ‘male’, ‘female’, ‘breed’; both discuss breeding behaviors, though specifics differ.
Reference: It’s a lack of understanding on both sides.
9 Candidate: I don’t understand that.
Score: 3
Reason: Shares key verb ‘understand’; both express lack of understanding; candidate is less specific.
Reference: OK, we’ll just ring him next time.
Candidate: Tl call you back.
10
Score: 4
Reason: Shares key verb ‘call’ (synonym of ‘ring’); both involve making a call; minor differences in context.
Reference: Really excited.
Candidate: I’'m so excited.
11
Score: 5
Reason: Conveys the same overall meaning; both express excitement with minor wording differences.
Reference: Every day is totally different.
12 Candidate: You know, every day is different.
Score: 5
Reason: Conveys the same overall meaning; both state that each day is different with minor phrasing differences.

Table A.12. LLM evaluation in-context examples: We display the set of 12 in-context examples provided to GPT-4o-mini [12] to calibrate
the LLM evaluation metric. Each reference-candidate pair is provided to the LLM in the user prompt, with the expected output (score and reason)

being provided with the assistant role as shown in Fig. A.1.

C. Additional Qualitative Results

We present additional qualitative results similar to Fig. 3 of the
main paper, where we display various inputs, and predictions
from our final model compared to baselines. In the first
sample of Fig. A.6, the previous sentence indirectly provides
information related to location and area, allowing the model
to successfully translate the word ‘river’. The second sample
in Fig. A.6 demonstrates how the background description
conveys information about the presence of multiple people on
the screen. The third sample in Fig. A.6 demonstrates the ability
of the background description to recognise characters on the
screen. The first sample in Fig. A.7 shows the model accurately

capturing the object of the sentence from the background
description. The second sample in Fig. A.7 demonstrates
that the models (Vid+PG, Vid+PG+Prev) make incorrect
translations by referring to the ‘cliff” word of the pseudo-glosses.
However, when all cues are provided, the bias introduced by
the pseudo-glosses is resolved. The third sample in Fig. A.7
shows a failure case where the model is biased by background
information during the process of pronoun assignment.
Supplementary video. We provide a supplementary video
on our project page showcasing several examples comparing
against the baselines, along with dynamic sign language videos.
The video further includes an example of continuous translation,
where consecutive sign language sentences are translated.
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PG : feel, path, river, away, why, like, thing, anything, most, person, bad, dump, look, magic, carry, give, help, heavy
Prev : It’s a path that gives you the most beautiful view in the world, I think.

BG : bridge, river, stone, structure, train, green, grassy, area, man, walking field, trees

Vid : The waterway is bursting with magic.

Vid+PG : It’s like a magic carpet.

Vid+PG+Prev : This is the river Wye, it’s a magical place.

Vid+PG+Prev+BG: The River Wye is magical.

GT : Living near the River Wye is just magical.

BG
Frames

Sign
Frames

PG : good, wii, play, return, back, well, make, and, island, ask, like, in, clear, what, where

Prev : <’ (This is the first sentence in this episode.)

BG : man, woman, standing, wheel, boat, steering, mouth, open, sweater, colorful, long, hair, front
Vid : ’'m back in Iceland.

Vid+PG : ’'m back, guys, and I’'m in the Isle of Man!

Vid+PG+Prev : It’s so great to be back on the island.

Vid+PG+Prev+BG: We’re back on the island of Skye.

GT : We’re back at the very edge of our isles.
BG B
Frames m
Sign
Frames

PG : what, away, sea, akela, today, and, count, harris, south, southampton, humber, hamburg, amber,
Prev : There towering cliffs have provided a haven for people and wildlife alike.

BG : satelite, view, green, land, water, image, scahouses, england, harbor, many, boats, docked

Vid : I’m on the banks of the River Thames.
Vid+PG : ’'m on the banks of the River Stour in the historic town of Hastings.
Vid+PG+Prev : ’'m heading to the seaside resort of Southend-on-Sea.

Vid+PG+Prev+BG: I’ve come to Seahouses.

GT : I’ve reached Seahouses Harbour

Figure A.6. Qualitative results: We complement Fig. 3 of the main paper with more examples.



BG
Frames

Sign
Frames

PG : many, lot, well, time, no, good, like, now

Prev : It’s a good one.

BG : group, children, standing, classroom, smiling, person, pouring, honey, honeycomb
Vid : There’s a lot of it.

Vid+PG : There’s a lot of it.

Vid+PG+Prev : A lot of them.

Vid+PG+Prev+BG: There’s a lot of honey in there.

GT : Got lots of honey there

BG
Frames

Sign
Frames

PG : bacon, stick, banana, line, render, and, cliff, level, plan, turn, seamount

Prev : What’s wrong with these guys?

BG : group, people, standing, dirt, two, women, sitting, front, tree, next, jungle, man, shirt, necklace
Vid : It’s a banana leaf.

Vid+PG : Banana cliffs.

Vid+PG+Prev : Banana cliffs.

Vid+PG+Prev+BG: Banana lcaves.

GT : With the banana leaves.

BG |
Frames 3

Sign
Frames

PG : perfect, good, no
Prev : He’s looking good.

BG :two, women, holding, baby, arms, examining, blue, shirt, woman, koala, blanket

Vid : Perfect.
Vid+PG : Perfect.
Vid+PG+Prev : That’s perfect, that’s perfect.

Vid+PG+Prev+BG: She’s perfect.

GT : That’s perfect

Figure A.7. Qualitative results continued
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