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A. Limitations
Despite the simplicity and effectiveness of our hallucination
detection and mitigation, there are several limitations:
• First, the SVAR metric, used to detect hallucinated ob-

ject tokens, is limited by the inherent attention behavior
of LVLMs. When LVLM consistently exhibits extremely
high visual attention ratios at nearly all layers, such as the
case of Shikra illustrated in Fig. 13 (a), this may weaken
the effectiveness of the SVAR metric.

• Second, although the use of the VAR score and logit lens
approach can intuitively distinguish two stages of visual
information processing, identifying the specific range of
these stages remains somewhat subjective. However,
leveraging learnable strategies, such as training a set of
learnable weights for layers based on the signals from
VAR distribution and prediction contributions, could po-
tentially achieve automatic localization of these stages,
and we leave this for future work.

B. Experiment Details
B.1. Datasets for Case Study

Tab. 6 reports the statistical information of the synthetic
datasets used in our case studies. Additionally, Fig. 9 il-
lustrates the positional distributions of real and hallucinated
object tokens for the four selected LVLMs.

B.2. MLP Training Details

Fig. 10 shows the training pipeline of the object halluci-
nation detector. Tab. 7 details the hyperparameters used
to train the two-layer MLP, designed for detecting hallu-
cinated object tokens as described in Sec. 3.4.1. The Adam
optimizer is employed to train the classifier with the num-
ber of epochs set to 200. For each layer range, we utilize
a gride search strategy to find the optimal hidden layer size
and learning rate within the ranges of {64, 128, 256, 512}
and {1e-2, 1e-3, 1e-4}, respectively.

Model No. of Real No. of Hallucinated

LLaVA-1.5-7B 4,397 1,842
LLaVA-1.5-13B 4,488 1,700
Shikra-7B 4,263 1,794
MiniGPT-4-7B 2,999 981

Table 6. Statistical information of case datasets.
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Figure 9. Real and hallucinated object token distributions by their
position in description (%).
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Figure 10. Illustration of detecting hallucinated object tokens by
training an MLP classifier on the concatenated VAR scores.

Hyperparameters LLaVA-1.5-7B

Optimizer Adam [22]
(β1, β2) (0.9, 0.999)
Hidden size {64, 128, 256, 512}
Learning rate {1e-2, 1e-3, 1e-4}
No. of epochs 200

Table 7. Training hyperparameters of the two-layer MLP for hal-
lucination detection on LLaVA-1.5-7B.

C. Additional Results
C.1. Case Study Results

In this subsection, we conduct additional experiments on
LLaVA-1.5-13B, Shikra-7B, and MiniGPT-4-7B to exam-
ine whether other models also share similar characteristics
with LLaVA-1.5-7B.
LLaVA-1.5-13B. Fig. 11 (a) and (b) show the VAR
score distribution and the prediction contributions from the
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Figure 11. (a) Distribution of visual attention ratio for real object
tokens across heads and layers in LLaVA-1.5-13B, sorted row-
wise by attention ratios. (b) The logit contribution of attention
sublayers to real token prediction.
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Figure 12. (a) Distribution of visual attention ratio for real object
tokens across heads and layers in MiniGPT-4-7B, sorted row-wise
by attention ratios. (b) The logit contribution of attention sublayers
to real token prediction.

MHSA sublayers, respectively. We find the same two pat-
terns in the middle layers analogous to those found in
LLaVA-1.5-7B as described in Sec. 3.3, suggesting the
model scale generalization of our findings. Fig. 15 presents
qualitative comparisons of hallucination detection between
the SVAR5-18 metric and the internal confidence method,
demonstrating the superiority of our metric.
MiniGPT-4-7B. Fig. 12 (a) and (b) depict the VAR
score distribution and the prediction contributions from the
MHSA sublayers, respectively. Similar to LLaVA-1.5-7B,
the two patterns in the middle layers where the model ex-
hibits continuous higher visual attention can be observed.
Notably, we can see that MiniGPT-4-7B does not exhibit
the same high attention as LLaVA-1.5 at the 0-th layer. In
our experiments, layers 3-14 are selected as the range of
the visual information enrichment stage. Fig. 14 (b) re-
ports the SVAR3-14 value distribution across the two token
types, demonstrating a similar trend to LLaVA-1.5-7B as
described in Sec. 3.4. These results suggest the model gen-
eralization of our findings. The qualitative results of hallu-
cination detection are presented in Fig. 16.
Shikra-7B. As shown in Fig. 13 (a), Shikra continuously
exhibits extremely high VAR scores across layers. To
clearly analyze the VAR distribution, a seventh-order poly-
nomial is used to fit the summed VAR values over all heads
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Figure 13. (a) Distribution of visual attention ratio for real object
tokens across heads and layers in Shikra-7B, sorted row-wise by
attention ratios. Note that the red curve represents a seventh-order
polynomial fit to the values of attention ratios summed over heads
in each layer. (b) The logit contribution of attention sublayers to
real token prediction.
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Figure 14. SVAR3-13 and SVAR3-14 score distributions across ob-
ject token types for Shikra-7B (a) and MiniGPT-4-7B (b), respec-
tively.

of each layer (depicted by a red curve). Compared to
other layers, we can see that the middle layers exhibit rel-
atively higher VAR scores, aligning with our observation
from LLaVA-1.5-7B. Combined with the prediction contri-
butions from MHSA sublayers in Fig. 13 (b), we can also
identify two distinct patterns in the middle layers. Like
MiniGPT-4-7B, Shikra-7B exhibits low visual attention at
the 0-th layer. In our experiments, layers 3-13 are selected
as the range of the visual information enrichment stage.
Fig. 14 (a) presents the SVAR3-13 value distribution across
the two token types, demonstrating a similar trend to other
LVLMs. The comparison results of hallucination detection,
displayed in Fig. 17, show that our simple SVAR3-13 met-
ric performs comparably to the more complex baseline that
projects the hidden states of all image tokens at all layers
into the vocabulary space. Compared to other LVLMs, the
decreased performance of the SVAR metric on Shikra-7B
may be attributed to the extremely high VAR scores across
nearly all layers, potentially reducing the sensitivity of our
metric to attention pattern differences.
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Figure 15. Object hallucinations detection curves for LLaVA-1.5-
13B.
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Figure 16. Object hallucinations detection curves for MiniGPT-4-
7B.
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Figure 17. Object hallucinations detection curves for Shikra-7B.

C.2. Results of Statistical Tests

To assess the statistical significance of the SVAR score be-
ing higher for real object tokens than for hallucinated ones
during visual information enrichment, we conduct a one-
tailed t-test for each LVLM. We present the results in Tab. 8
for LLaVA-1.5-7B, Tab. 9 for LLaVA-1.5-13B, Tab. 10 for
Shikra-7B, and Tab. 11 for MiniGPT-4-7B. Across all mod-
els, the results consistently indicate that significantly higher
attention weights are assigned to image tokens when gener-
ating real object tokens, compared to hallucinated ones.

C.3. Numerical Results of α Sensitivity

Tab. 12 presents the sensitivity results of the balance fac-
tor α, used in our attention intervention method (Eq. (6)),
on LLaVA-1.5-7B, LLaVA-1.5-13B, and MiniGPT-4-7B.
In addition to modulating the trade-off between halluci-
nation mitigation and description richness as discussed

LLaVA-1.5-7B Real Hallucinated

SVAR5-18 score 1.70 1.25
t-statistic 32.44

p-value 1.03E-213
df 6,237

Table 8. Results of one-tailed t-tests for LLaVA-1.5-7B. The null
hypothesis is the mean SVAR5-18 score of real object tokens is less
than or equal to the mean SVAR5-18 score of hallucinated ones.

LLaVA-1.5-13B Real Hallucinated

SVAR5-18 score 1.50 1.06
t-statistic 32.24

p-value 3.25E-211
df 6,186

Table 9. Results of one-tailed t-tests for LLaVA-1.5-13B. The null
hypothesis is the mean SVAR5-18 score of real object tokens is less
than or equal to the mean SVAR5-18 score of hallucinated ones.

Shikra-7B Real Hallucinated

SVAR3-13 score 5.86 5.43
t-statistic 22.56

p-value 1.50E-108
df 6,055

Table 10. Results of one-tailed t-tests for Shikra-7B. The null hy-
pothesis is the mean SVAR3-13 score of real object tokens is less
than or equal to the mean SVAR3-13 score of hallucinated ones.

MiniGPT-4-7B Real Hallucinated

SVAR3-14 score 2.25 1.67
t-statistic 22.06

p-value 4.21E-102
df 3,978

Table 11. Results of one-tailed t-tests for MiniGPT-4-7B. The null
hypothesis is the mean SVAR3-14 score of real object tokens is less
than or equal to the mean SVAR3-14 score of hallucinated ones.

in Sec. 5, we find that LLaVA-1.5-7B and LLaVA-1.5-13B
are more sensitive to changes in α compared to MiniGPT-4-
7B. A possible reason for this increased sensitivity may be
that LLaVA-1.5 uses substantially more image tokens than
MiniGPT-4 (576 versus 32), potentially magnifying the im-
pact of the parameter α.

C.4. Attention Heads Behavior Visualization

We exhibit more visualization examples of LLaVA-1.5-7B
in Figs. 18 and 19 to validate that the heads interact with



α LLaVA-1.5-7B LLaVA-1.5-13B MiniGPT-4-7B
CS ↓ CI ↓ F1↑ CS ↓ CI ↓ F1↑ CS ↓ CI ↓ F1↑

Greedy 53.0 15.6 76.7 49.8 14.6 78.2 31.8 12.0 71.1

0.3 41.8 12.2 77.9 44.4 12.5 78.1 28.0 10.0 70.5
0.4 41.6 11.5 78.1 44.6 13.2 77.5 27.2 10.8 71.2
0.5 25.0 6.7 76.1 25.8 8.8 77.3 22.4 8.6 70.8
0.6 1.0 0.9 49.3 6.4 3.3 57.7 20.6 8.6 69.5
0.7 1.6 2.0 36.8 2.4 26.3 40.0 14.6 5.9 67.4

Table 12. Numerical results of balance factor α sensitivity.

LLaVA-1.5-7B Greedy Beam OPERA VCD† PAI† Ours

CHAIR↓ 7.7 9.1 7.3 8.6 4.9 4.3
Hal↓ 35.4 39.8 31.5 39.5 24.4 20.2
Cog↓ 4.3 4.8 2.9 4.5 1.6 1.2

Table 13. AMBER results on LLaVA-1.5-7B with max new token
set to 512. † denotes using the greedy decoding strategy.

inconsistent objects in the image during visual information
enrichment when generating hallucinated object tokens.

C.5. Comparison Results on AMBER Benchmark

We further evaluate our approach on AMBER [41] bench-
mark, which contains 1,004 images for the generative task.
The results presented in Tab. 13 demonstrate its superior
performance.

C.6. Some Intuition Behind Layer Division

The layers of LLaVA-1.5-7B are divided into four ranges
according to the patterns identified from the results of VAR
score (Fig. 2 (a)) and logit lens (Fig. 2 (b) and Fig. 3). We
find Range 1 (layer 0-4): low-level image processing, VAR
attention pattern differs in different models; Range 2 (layer
5-18): visual information enrichment, accumulates the vi-
sual information exhibiting high VAR scores and low logit
contribution; Range 3 (layer 19-26): semantic refinement,
interacts semantic information of image tokens with high
VAR scores and reasons object token prediction with high
logit contribution; Range 4 (layer 27-31): grammar con-
cern, guarantees the coherence and correctness of response
with low VAR scores, in which the model tends to interpret
image tokens as punctuation marks or conjunctions (Fig. 3).
These patterns can be generalized to divide other LVLMs
similarly. It is worth noting that the first and last divisions
are not fixed at 5 layers but vary with models.

C.7. Qualitative Results of Hallucination Mitigation

We provide sample results from our hallucination mitiga-
tion method as described in Sec. 4.1, which corrects the at-
tention distribution over image tokens, in Fig. 20, Fig. 21
and Fig. 22 for LLaVA-1.5-7B, MiniGPT-4-7B, and Shikra-
7B, respectively.
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LLaVA-1.5-7B (Greedy):
The image depicts a busy city street with a crowd of people walking around. Among the crowd, a woman is standing
on the sidewalk, holding a cell phone and looking at it. There are severalother people in the scene, some of them
carrying handbags and backpacks. A police officer is standing on the sidewalk, observing the crowd and ensuring
public safety. A bus is visible in the background, adding to the urban atmosphere. There are also a few bicycles parked
or being ridden by people in the scene. In addition to the people and objects, there are traffic lights present in the
image, indicating that the street is well-regulated for vehicle and pedestrian traffic.
 

User: Please help me describe the image in detail.
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LLaVA-1.5-7B (Greedy):
The image captures a lively scene at a beach, where a man is throwing a frisbee. The frisbee is in the air, and the man
is in the process of throwing it. There are several other people in the scene, some of them standing and others sitting
on the sand. In the background, there are a few cars parked near the beach, and a truck can be seen further away.
The beach setting and the presence of people enjoying their time create a relaxed and fun atmosphere.

 

User: Please help me describe the image in detail.
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LLaVA-1.5-7B (Greedy):
The image features a bed with a laptop computer sitting on top of it. The laptop is open and displaying a video, likely a
TV show or movie. A person is sitting on the bed, watching the content on the laptop screen. In the room, there are
a few other items, such as a book located near the laptop and a cell phone placed on the bed. Additionally, there is a cup
situated on the bed, possibly for enjoying a beverage while watching the content.

 

User: Please help me describe the image in detail.
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Figure 18. Attention heads behavior in LLaVA-1.5-7B.
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LLaVA-1.5-7B (Greedy):
The image features a man sitting at a dining table with a baby in his arms. The man is holding a cell phone, possibly
showing the baby something on the screen. The baby is also holding a cell phone, which is placed in front of them.
There are two laptops on the table, one on the left side and another on the right side. A book is also present on the table,
located near the right side of the scene. A chair can be seen in the background, positioned behind the man and the baby.
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LLaVA-1.5-7B (Greedy):
The image features a young boy standing in a living room, playing a video game on a Nintendo Wii console. He is holding
a Wii remote in his hand, fully engaged in the game. The television screen is located on the right side of the room,
displaying the game he is playing. The living room is furnished with a couch situated in the background, and a chair is
placed nearby. There are also a few books scattered around the room, possibly indicating a reading or leisure area. A
backpack can be seen on the floor, possibly belonging to the boy or someone else in the household.
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LLaVA-1.5-7B (Greedy):
The image features a young man wearing a bandana around his head, holding a hot dog in his hand. He is standing on a
boardwalk, enjoying his meal. There are several other people in the background, some of them carrying backpacks.
In addition to the main hot dog, there are two more hot dogs visible in the scene, one near the center and another towards
the right side. A person can be seen holding a plate with a hot dog on it, while another person is holding a plate with a
hot dog and a bun.
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Figure 19. Attention heads behavior in LLaVA-1.5-7B.



Figure 20. Qualitative results of hallucination mitigation on LLaVA-1.5-7B. The real and hallucinated object words are marked in blue and
red, respectively. Our prompt is “Please help me describe the image in detail.”.



Figure 21. Qualitative results of hallucination mitigation on MiniGPT-4-7B. The real and hallucinated object words are marked in blue and
red, respectively. Our prompt is “Please help me describe the image in detail.”.



Figure 22. Qualitative results of hallucination mitigation on Shikra-7B. The real and hallucinated object words are marked in blue and red,
respectively. Our prompt is “Please help me describe the image in detail.”.
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