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Supplementary Material

This supplementary material includes five sections. Sec-
tion A illustrates the instruction we use in Qwen2.5-7B
to remove discriminative words in pedestrian descriptions.
Section B conducts ablation study on the value of some
hyper-parameters in our method. The SDM loss [3] used
in ReID model training is introduced in Section C. In Sec-
tion D, we provide more details about the ablation experi-
ment in Section 4.3, including the extraction of the descrip-
tive templates in the experiment (3) in Table 1 and the de-
tailed setting of DBSCAN [2] clustering in the experiment
(7). Section E shows our MLLM-generated captions of the
pedestrian images, which demonstrates the effectiveness of
our method in simulating various human descriptive styles.

A. Instruction of Qwen2.5

In HAM, we remove information that reflects pedestrian
identity from the textual descriptions for style feature ex-
traction. To achieve this, we employ Qwen2.5-7B [8] to
replace the words in a caption that describe pedestrian at-
tributes, e.g., clothing category, color, age, hairstyle with
vague ones that are generic across identities. We design the
instruction for Qwen2.5 and also provide some in-context
examples to better align LLM’s output with our expecta-
tions. The complete instruction for Qwen2.5 is shown in
Figure A.

B. Hyper-Parameters Tuning

Following Section 4.3, we employ only the training set of
CUHK-PEDES [4] to train the LLaVA1.6 [5] by our HAM
method and then annotate 0.1 million images with one cap-
tion per image for a quick ablation study. Then we explore
the optimal values of the following three hyper-parameters,
i.e., the cluster number K1 of KMeans [6] and K2 of UPS,
the token number M of each style prompt and the number
Q of samples contained in each UPS cluster.

Number of Clusters. In this experiment, we explore
the optimal number of clusters for KMeans [6] and our UPS
when clustering style features (DBSCAN automatically de-
termines the number of clusters during clustering). As
shown in Figure B, UPS consistently outperforms KMeans
under all clustering numbers. Moreover, the performance
reaches its best when the cluster number is 1,000.

Number of Tokens in Each Style Prompt. In HAM,
we use a style prompt consisting of M tokens to represent a
unique style of a specific cluster. When M is too small, each
style prompt contains insufficient parameters to represent a

specific description style. Conversely, when M is too large,
the total number of style prompt parameters becomes exces-
sive, increasing the training overhead. As shown in Figure
C, when M exceeds 10, the performance of our HAM is in-
sensitive to changes in M . Therefore, we select M=10 as
the final hyper-parameter.

Number of Samples in Each UPS Cluster. In UPS
clustering, we assign a fixed number Q of samples that are
closest to each cluster center to obtain all clusters. There-
fore, the appropriate number of samples in each cluster is
crucial for effectively learning the representation of each
style. In this experiment, we evaluate three different values:
Q = 150, 200, and 250. As shown in the results in Table A,
the best average performance is achieved with Q=200, with
an average Rank-1 accuracy of 48.34% and average mAP
of 36.07% across the three datasets. Therefore, the optimal
value of Q is determined to be 200.

Value of the Hyper-Parameter β. In UPS, we use β to
control the sampling range for style cluster centers within
style feature space. When β is too small, many meaningful
cluster centers are ignored, resulting in insufficient explo-
ration of style categories within the style space. When β is
too large, the risk of sampling meaningless cluster centers
increases. Figure D shows that the optimal value for β is 7.

C. SDM Loss in ReID Model

In Section 3.3, we adopt the Similarity Distribution Match-
ing (SDM) loss proposed by [3] to optimize the ReID
model. Specifically, given a mini-batch of B image-text
pairs, i.e., {(vi, tj), yi,j}(1 ≤ i, j ≤ B), where v, t repre-
sent the holistic visual and textual features obtained from
the ReID model, respectively. yi,j = 1 indicates that
(vi, tj) is a matched pair according to the pedestrian iden-
tity, while yi,j = 0 indicates an unmatched pair. We then
compute the ground-truth matching probability qi,j and the
matching probability pi,j for (vi, tj) as follows:

pi,j =
exp(sim(vi, tj)/τ)∑B
b=1 exp(sim(vi, tb)/τ)

, (1)

qi,j =
yi,j∑B
b=1 yi,b

, (2)

where sim(vi, tj) = v⊤
i tj/∥vi∥∥tj∥ denotes the cosine

similarity between vi and tj , and τ is a temperature coef-
ficient set to 0.02. Then, the SDM loss from image to text



Figure A. The instruction we adopted for Qwen2.5-7B.

Figure B. Results of different clustering numbers in KMeans and
UPS.

Figure C. Results of different values of M .

Figure D. Results of different values of β.

can be computed by:

Li2t =
1

B

B∑
i=1

KL(pi∥qi) =
1

B

B∑
i=1

B∑
j=1

pi,j log(
pi,j

qi,j + ϵ
),

(3)
where pi, qi denote the predicted probability distribution
and ground truth matching distribution for the i-th image,
respectively. ϵ is a small number to avoid numerical prob-
lems and we set ϵ as 1e-8. The SDM loss Lt2i from text
to image can be computed in a similar way by exchanging
their roles in Eq.(1). Finally, the complete SDM loss is rep-



Table A. Results of different values of Q.

Q
CUHK-PEDES ICFG-PEDES RSTPReid Avg.

R1 mAP R1 mAP R1 mAP R1 mAP
150 57.24 51.51 36.45 19.52 47.20 35.94 46.96 35.66
200 59.05 52.92 35.06 18.34 50.90 36.94 48.34 36.07
250 58.28 52.57 36.35 18.25 49.95 36.71 48.19 35.84

resented as follows:

Lsdm = Li2t + Lt2i. (4)

D. Details in Ablation Study
Extraction of Descriptive Templates. In Section 4.3,
we extract 68,126 templates according to all human-
annotations in the training set of CUHK-PEDES, and
use these templates to enhance the diversity of MLLM-
generated captions. In this section, we will provide more
details on how the templates are extracted.

In contrast to the textual descriptions we extract by
the Qwen2.5 in the HAM approach, a pedestrian descrip-
tive template requires explicit placeholders for specific at-
tributes descriptions, such as the template used in [7]: “With
[hair description], the [person/woman/man] is wearing
[clothing description] and is also carrying [belongings de-
scription]”. To achieve this, we employ an advanced LLM
(i.e., Llama3-8B [1] in our experiment) and design appro-
priate instructions to prompt the LLM to extract a template
from a pedestrian description. Moreover, to better align the
LLM’s output with our expectations, we also provide some
in-context examples in the instruction. The detailed instruc-
tion and in-context examples are shown in Figure E.

DBSCAN Clustering. In the ablation study in Section
4.3, we also compare the performance of the DBSCAN [2]
clutering method used in our HAM. DBSCAN is a density-
based clustering algorithm that does not require specifying
the number of clusters in advance. Instead, it automati-
cally determines the number of clusters and clustering re-
sults based on the density distribution of samples. How-
ever, the algorithm is highly sensitive to the choice of two
hyper-parameters: the neighborhood radius (i.e., ε) and the
minimum number of points (i.e., MinPts). These param-
eters define the distance threshold for two samples to be
considered density-connected and the minimum number of
neighbors required within a cluster, respectively.

For the high-dimensional style features (i.e., 512-
dimensional vectors), selecting appropriate values for these
hyper-parameters becomes challenging. Furthermore, the
significant variations in the density distribution of style fea-
tures result in DBSCAN classifying a large portion of the
samples as noise points. Consequently, DBSCAN is not
well-suited for our HAM framework.

In the experiment (7) in Table 1, we conduct extensive
tuning of the two hyper-parameters and identify the optimal
values as ε=1.5 and MinPts=3. Under these settings, the

number of clusters formed is 823. Out of a total of 68,126
style feature samples, 37,273 are classified as noise points.

E. Visualization of Obtained Captions
To visualize the diverse captions by specifying different
style prompts in MLLM, we utilize the LLaVA1.6 [5] which
is trained on the CUHK-PEDES and ICFG-PEDES datasets
by our HAM and randomly select five style prompts to gen-
erate five different textual descriptions for the same pedes-
trian images, as shown of (1)-(5) in Figure F. The results
show that our method can mimic different description styles
of human annotators and enhance the diversity of MLLM-
generated captions.
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Figure E. The instruction we adopted for Llama3-8B.



Figure F. Diverse captions with different style prompts.
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