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1. More Dataset Details

In this section, we provide more implementation details
about the proposed Syn4Removal dataset.
Instance Filter. Following the previous work [7], consider-
ing the variability of CLIP score distribution across differ-
ent instance classes, we compute thresholds thresc for each
class c, which is formulated as:

thresc = min(b,max(Sc)− d), (1)

where Sc is the CLIP score sets of all instances in the class
c, b and d are predefined thresholds, set to 0.2 and 0.02,
respectively. After that, we exclude instances whose CLIP
scores fall below the threshold of their corresponding class.

Background Filter. To obtain suitable background images
from public datasets COCONut [2] and SAM-1B [4] for in-
stance pasting, we apply several filtering criteria. 1) Back-
ground images are excluded if their width or height reso-
lution is below 512 pixels, to prevent low-resolution im-
ages from being used as ground truths during the training
process. 2) Images with an aspect ratio larger than 2 are
also discarded, to reduce the risk of image distortion dur-
ing resizing and cropping to 512×512 resolutions before
inputting to SD v1.5. 3) If the total area covered by in-
stances in the background image exceeds 85%, the image is
also excluded, as it becomes challenging to compute a suit-
able region for pasting instances. After filtering, we obtain
approximately 750k background images from SAM-1B [4],
and 282k background images from COCONut [2], resulting
in about 1M training data.

2. More Framework Details

In this section, we provide more implementation details
about the architecture of the MLP module in the proposed
CLIP-based visual guidance.

∗ Equal contribution. † Corresponding authors. ♡ Project leader.

As shown in Figure 1, the MLP module is designed with
a simple but effective architecture. It is employed to map
the visual feature extracted by the CLIP vision encoder into
the feature space of the text encoder. It consists of two linear
layers, a layer normalization layer, and a GELU [3] activa-
tion function. In addition, a residual connection is incorpo-
rated between the input and output to preserve the original
feature generated by the CLIP visual encoder. The dimen-
sions of the input, hidden state, and output are equal to 768.
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Figure 1. The detailed architecture of the MLP module.

3. Samples from Syn4Removal
In Figure 8, we present examples from Syn4Removal, in-
cluding input images, masks, and ground-truth images, with
the carefully designed pipeline for creating triplets. To pre-
vent excessive overlap with existing instances in the back-
ground, we compute the Intersection over Union (IoU) be-
tween the pasted objects and each instance in the back-
ground, carefully determining the location of the pasted ob-
jects. Additionally, the pasted instances are seamlessly in-
tegrated into the background images by using alpha blend-
ing, ensuring visual harmony. Our final triplet data is high-
quality and more suitable for the object removal task.

4. Additional Experiments
In this section, we provide more comprehensive experi-
ments with quantitative and qualitative results reported to
demonstrate the effectiveness of our method.
Comparisons with Instruction-Based Methods. In Figure
2, we provide qualitative comparisons between instruction-
based methods [1, 6] and our SmartEraser. Instruct-
Pix2Pix [1] struggles in removing objects, often failing to
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Figure 2. Qualitative comparison of SmartEraser and existing
instruction-based image editing method, which only rely on user
input prompts for object removal.

Method FID ↓ CMMD ↓ ReMOVE ↑ LPIPS ↓ SSIM ↑ PSNR ↑

Baseline 10.125 0.189 0.916 0.315 0.674 22.135
+RG 7.142 0.132 0.932 0.279 0.712 24.176

+ME 4.701 0.125 0.938 0.271 0.721 24.917
+VG 3.405 0.106 0.939 0.257 0.734 25.363

Table 1. Quantitative ablated comparison on DEFACTO-Val.

remove the target objects, instead, introducing unrealistic
edits to the objects. Another work Inst-Inpaint [6] demon-
strates a basic capability for object removal, but it faces
challenges in more complex cases, resulting in incomplete
object removal and poor coherence between the removed
area and the background, as observed in the first and second
samples. Additionally, Inst-Inpaint has difficulty identify-
ing the target object only based on user instructions. For
instance, while the person is removed in the third sample,
the stall on the sofa is also removed, which is contrary to
the intention of the user. Furthermore, since it is trained
on synthetic ground truths, Inst-Inpaint tends to produce
blurred generation. In contrast, SmartEraser effectively re-
moves target objects accurately and preserves high back-
ground consistency and overall image quality.
Ablation Studies on Other Benchmarks. We further
supply the quantitative experiments of ablation studies on
DEFACTO-Val and Syn4Removal-Val. As shown in Ta-
bles 1 and 2, the overall performance progressively im-
proves as key techniques are incrementally integrated into
the baseline. In the Tables, RG represents the masked-
region guidance, ME denotes mask enhancement, and VG
indicates CLIP-based visual guidance. These quantitative
results demonstrate the effectiveness of each key compo-
nent in our proposed framework.
More Qualitative Results of Ablation Studies. As shown
in Figure 3, we provide additional qualitative results of ab-
lation studies, with images sourced from the validation set
of MSCOCO [5]. These examples reveal that the base-
line model, trained using the “mask-and-inpaint” paradigm

Method FID ↓ CMMD ↓ ReMOVE ↑ LPIPS ↓ SSIM ↑ PSNR ↑

Baseline 8.755 0.104 0.908 0.335 0.584 18.735
+RG 5.419 0.081 0.927 0.299 0.632 20.176

+ME 4.748 0.067 0.934 0.281 0.661 21.317
+VG 4.386 0.053 0.939 0.269 0.672 22.029

Table 2. Quantitative ablated comparison on Syn4Removal-Val.

Mask & Image Baseline +RG +ME +VG

Figure 3. Qualitative ablation comparison of our method. From
left to right, we progressively add each proposed component.
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Figure 4. Qualitative results of our method for erasing scene text.

on the Syn4Removal dataset, frequently regenerates unin-
tended objects within the masked regions. After adding the
masked-region guidance, the risk of regeneration is signif-
icantly reduced. However, we observe that the background
context within the masks around the target objects has also
changed obviously. To address this, we introduce the mask
enhancement to simulate the user-provided masks to reduce
the gap between the training and inference, which effec-
tively helps the model to preserve the surrounding context
and further improve the removal results. Finally, integrating
CLIP-based visual guidance (VG) provides explicit seman-
tic guidance, enabling the model to achieve better object
removal performance with more coherence and fidelity.
More Qualitative Results with Previous Methods. To
better express the excellent performance of SmartEraser in



Figure 5. Qualitative results for partial object removal.

Figure 6. Qualitative results for occluded object removal.

object removal, we present more qualitative comparisons
with previous methods in Figures 9 and 10, the images are
sourced from the RORD-Val and the DEFACTO [5] splic-
ing section, respectively. These results demonstrate that
SmartEraser effectively removes target objects and consis-
tently outperforms existing approaches.
More Real-world User Cases. To further demonstrate the
ability of SmartEraser to smartly remove the target objects
while preserving the surrounding background context, we
present more real-world user cases compared with previ-
ous methods in Figures 11 and 12. The images are sourced
from the RORD-Val and the MSCOCO [5] validation set.
These examples show the capability of SmartEraser to ac-
curately remove objects and maintain high consistency in
background context within masks when facing diverse and
complex real-world user cases.
Erasing Scene Text. As shown in Figure 4, we explore
the capability of SmartEraser when applying it to erasing
scene text. We observe that based on the proposed novel
paradigm, our SmartEraser can remove scene text seam-
lessly without hurting the surrounding context.
Partial object removal. We conducted experiments on
erasing partial objects. The results in the following Fig-
ure 5 show that SmartEraser effectively identifies and re-
moves the partial object specified by user mask.
Occluded object removal. The following Figure 6
shows that SmartEraser effectively removes occluded ob-
jects while successfully inpainting background. During
Syn4Removal synthesis, objects are placed based on IoU
criteria (Formula 3 in paper), allowing some occlusions.

5. Limitations
Although the strong performance is shown in the aforemen-
tioned Tables and Figures, we recognize there is a poten-
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Figure 7. Progressive object removal when needing to remove too
many objects.

tial limitation. Our novel masked-region guidance helps the
model identify the target objects and avoid unintentional
regeneration, but if the masked region contains too many
objects, the model may fail to completely remove objects.
This is because our paradigm may fail to identify all the tar-
get objects in the masks while considering some of them
as background context. A straightforward solution is to
draw masks progressively to remove all that wants to be
removed. The results of progressive removal are shown in
Figure 7. We observe that when facing multiple objects, our
SmartEraser can progressively remove all the target objects.
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Figure 8. Samples from the Syn4Removal dataset, including input images, masks, and ground-truth images.
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Figure 9. Qualitative comparison of previous methods and SmartEraser. The samples are sourced from RORD-Val.

Mask & Image ZITS++ MAT LaMa BLD RePaint SD-Inpaint CLIPAway PowerPaint SmartEraser Ground Truth

Figure 10. Qualitative comparison of previous methods and SmartEraser. The samples are sourced from the splicing section in DEFACTO
dataset.
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Figure 11. Qualitative comparison of different methods in real-world user cases. The samples are sourced from RORD-Val.

Mask & Image ZITS++ MAT LaMa BLD RePaint SD-Inpaint CLIPAway PowerPaint SmartEraser

Figure 12. Qualitative comparison of different methods in real-world user cases. The samples are sourced from the validation set in
MSCOCO. Note that there are no ground truths.


	. More Dataset Details
	. More Framework Details
	. Samples from Syn4Removal
	. Additional Experiments
	. Limitations

