A. Additional details

Computational cost. In this work, we show that we can ob-
tain good global and local vision-language alignment with min-
imal additional cost thanks to powerful pre-trained SSL models.
This appears to be a more efficient paradigm than training CLIP
from scratch. The computational costs for training our models and
different CLIP models are reported in Table 7. For completeness’
sake, we also include the pretraining cost of the ViT-g DINOv2
vision encoder as well as the cost of distilling this model into a
ViT-L. In practice, such additional costs should however be con-
sidered amortized over the multiple downstream adaptations of the
DINOV2 backbone.

Samples Batch GPUs  total GPU
Method seen size GPU.h arch.
CLIP 128B 32768 256 73728 V100
OpenCLIP 12.8B 38400 400 50800 A10040GB
MetaCLIP 12.8B 32768 128 92160 V100
EVA-02-CLIP 2B 61000 128 - A100 40 GB
DINOV2 ViT-g pretraining - - 256 22000 A10080GB
DINOV2 ViT-L distillation - - - 8000  A100 80 GB
dino.txt 3.2B 65536 128 2432 A100 80 GB
dino.txt @336 3.2B 65536 256 4096  A100 80 GB

Table 7. Computational cost of different models in GPU hours.

ADE20K class names for the error analysis discussion.
In Section 4.5, we discuss the failure modes of our zero-shot se-
mantic segmentation method. In particular, we show that class
names can be optimized to boost results, instead of using the de-
fault ones from each dataset. This is not surprising, the 150 class
names of ADE20K were originally chosen to identify each cat-
egory and were not intended as holistic descriptors for zero-shot
segmentation via a vision-language model. In our experiments, we
have observed that some class names are too broad, e.g., building,
or ambiguous, e.g., throne, and consequently result in incorrect
predictions. In Table 11, we include the optimized class names
for ADE20K that improve open-vocabulary segmentation by 2.1
mloU points, as reported in the discussion about failure modes in
Section 4.5. Please note that for all experiments in the main text,
we use the original class names to facilitate comparison with pre-
vious work.

Example of ambiguous training data. We show in Fig-
ure 4 examples of poor image captions of our training data.

e click to enlarge
e ~product.metadata.name~
e Certified pre-owned 2018

Figure 4. Examples of poor, ambiguous or too generic captions
found in our data pool.

B. Additional ablation studies

Impact of the embedding in segmentation. Table 8
presents open-vocabulary segmentation results on the challenging

datasets ADE20K and Cityscapes. We follow the evaluation proto-
col of TCL [13]. Following only MaskCLIP patch representation
([value]) leads to the worst results. Using solely the model’s
output patch descriptor ([patch]) and their corresponding part
in the text embedding leads to the best results. This is the setup
used in the main paper. We also observe that concatenating the
[CLS] token to the patch representation hurts the performance
vs. [patch] only, particularly in Cityscapes: we found this to be
due to the dominance of the salient visual concept in the [CLS].

Inference segmentation
embedding ADE  City.
[value] (MCLIP) 7.0 11.7
[CLS patch] 19.9 26.2
[value patch] 20.0 29.0
[patch] 20.6 32.1

Table 8. Ablation of the embedding in dense zero-shot segmen-
tation inference. We show segmentation results with different
embeddings to represent a patch, on the datasets ADE20K and
Cityscapes. ‘MCLIP’ corresponds to MaskCLIP [103] strategy,
which we also name here value.

Impact of the image embedding size at training. We
show in Table 9 that the benefit of using the concatenated represen-
tation g (noted here [CLS avg]) when training dino. txt does
not come from higher dimensionality of the image embedding. To
this end, we have conducted an additional experiment in which
we project the [CLS] token from the dimension of 1024 to 2048
before passing it to the vision blocks. Little impact is observed
from this dimensionality change. This additionally shows that the
gain (from 30.9 to 34.7) in the retrieval task is largely due to the
concatenation of the [CLS]token with [avg].

Training class. retr.
embedding proj INIK COCO
[CLS] 78.8 30.2
[CLS] 1024 — 2048 78.8 30.9
[CLS avg] 79.2 34.7

Table 9. Analysis of the image embedding size at training time.
Projecting the [CLS]embedding to dimension 2048 (second row)
yields minimal gain on benchmarks.

Impact of the trained layer. In this project, we aimed to
keep the backbone model as is, with no significant modifications
that could alter DINOv2 feature qualities and its performance
when considering diverse downstream tasks performed with a sin-
gle frozen backbone. However, for completeness, we present here
additional experiments with no extra block (‘none’), or the un-
frozen last (two) block(s) (bottom rows). We observe that adding
the extra blocks yields the best performance, particularly in seg-
mentation tasks where high-quality localization features from DI-
NOvV2 are important. Moreover, unfreezing the last layers give



worst results than using the frozen backbone as is, likely due to a
degradation of the quality of DINOv2’s features.

Trained adapter INIK COCO ADE
two extra blocks 814 454 20.6
none 80.9 38.6 17.7
last block 80.7 449 17.0
two last blocks 80.6 44.4 13.7

Table 10. Analysis of the impact of the trained layer.

C. Additional qualitative results

Open-vocabulary semantic segmentation. Figures 5-6
demonstrate that the segmentation results of dino.txt with im-
ages and texts in the wild. For each image, we select a small num-
ber of descriptive text prompts and run the zero-shot semantic seg-
mentation pipeline described in Section 4.4. Our model is able to
segment complex scenes with multiple semantic objects and spe-
cific text inputs, e.g., “pesto bruschetta” and “nautical rope”.



Name

Wine glass

Wine bottle

Stone cutting board
Cherry tomatoes
White ceramic bowl
French cheese
Salami slices
Wooden table
Sliced baguette
Green grapes

Pesto bruschetta
Red pepper spread on bread

Name

Window

White cabinet

Black television screen
Wooden sofa table
Gray couch

Candle

Potted plant

Books

Indoor wall

Parquet floor

Color Name

Figure 5. Open-vocabulary semantic segmentation, part 1/2. The input resolution is 896 x 896 pixels.

Red pickup truck
Stone wall

Lush tree

Bush

Paved road
Chair

Facade

Blue sky




Color Name

Tall giraffe

Blue automobile

Tanned man in shirt and pants
Open sky

Trees, bushes

Dirt road, sandy ground
Wood railing, fence

Color Name

Wood rowing canoe
Inflatable motor boat
Peaceful lake
Wooden pier

Bush

Blue sky

Tree

Nautical rope

Color Name

Pedestrian
Tram

Car

Electric wires
Facade
Window

Open sky

Road, pavement

Figure 6. Open-vocabulary semantic segmentation, part 2/2. The input resolution is 896 x 896 pixels.
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