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A. Encoder and Decoders
We use an Image Encoder (Enc), an Image De-
coder (Decenhance) , and a Slot Decoder (Decslot) for slot
reconstruction as the backbone network of Exposure-slot.

Table S1 and S2 presents the detailed architecture of the
Enc, Decenhance and Decslot. The Conv-block includes
a convolution operation with a stride of 1 and padding of 1,
followed by the GeLU [4] activation function.

Stage Operations Outputs

Enc-1
Conv-block, 3× 3 h× w × 32
Conv-block, 3× 3 h× w × 32
batchnorm2d(32) h× w × 32

Enc-2

Conv-block, 3× 3 h× w × 16
PixelShuffle(2) h/2× w/2× 64
Conv-block, 3× 3 h/2× w/2× 64
batchnorm2d(64) h/2× w/2× 64

Enc-3

Conv-block, 3× 3 h/2× w/2× 32
PixelShuffle(2) h/4× w/4× 128
Conv-block, 3× 3 h/4× w/4× 128
batchnorm2d(128) h/4× w/4× 128

Decenhance-1 Conv-block, 3× 3 h/4× w/4× 128
PixelUnshuffle(2) h/2× w/2× 64

- Skip-connection with Enc-2 h/2× w/2× 128

Decenhance-2

Conv-block, 3× 3 h/2× w/2× 128
PixelUnshuffle(2) h× w × 32
Conv-block, 3× 3 h× w × 32
Conv-block, 3× 3 h× w × 32

- Skip-connection with Enc-1 h× w × 64

Decenhance-3
Conv-block, 3× 3 h× w × 32
Conv-block, 3× 3 h× w × 32
Conv-block, 1× 1 h× w × 3

Table S1. Specification of Image Encoder (Enc) and Decoder
(Decenhance) architecture.

B. More Results of Each Structural Levels
In the main manuscript, we set the default configuration of
the SSAB block to 2-level. Additionally, in Sec.4.3 of the

Stage Operations Outputs

Decslot-1
PixelUnshuffle(2) h/2× w/2× 64
Conv-block, 3× 3 h/2× w/2× 64
Conv-block, 3× 3 h/2× w/2× 64

Decslot-2
PixelUnshuffle(2) h× w × 32
Conv-block, 3× 3 h× w × 32
Conv-block, 3× 3 h× w × 16

Decslot-3 Conv-block, 3× 3 h× w × 3

Table S2. Specification of Slot Decoder (Decslot) architecture.

main manuscript, Table 5, we validated the effectiveness of
different structural levels on the SICE [3] dataset. Further-
more, in Table S3, we provide additional results for 1 and
3-level SSAB on the MSEC [1] and LCDPNet [8] datasets.

Dataset Model Kmain Ksub-1 Ksub-2 PSNR↑ SSIM↑
1-level 3 - - 22.02 0.7131

SICE [3] 2-level 3 7 - 22.81 0.7236
3-level 3 7 10 23.06 0.7306

1-level 3 - - 23.04 0.8668
MSEC [1] 2-level 3 7 - 23.18 0.8697

3-level 3 7 10 23.25 0.8700

1-level 3 - - 23.81 0.8596
LCDP [8] 2-level 3 7 - 24.03 0.8592

3-level 3 7 10 24.13 0.8629

Table S3. Extended version of Table 5 in the main manuscript.
Ablation studies on not only SICE [3] dataset but also MSEC [1]
and LCDP [8] dataset is additionally provided.

As the level increases, the performance metric val-
ues for PSNR and SSIM improve across all benchmark
datasets [1, 3, 8]. Notably, the 3-level SSAB achieves a 0.07
performance gain in SSIM on the SICE dataset compared to
the 2-level SSAB. Depending on computer resources, users
can set SSAB levels beyond 2-levels to achieve better re-
sults.

In Table S4, we present the computational cost of differ-
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Input Image 1-level SSAB 2-level SSAB 3-level SSAB Ground Truth

Figure S1. Visual comparisons across different n-level SSAB structures. (n = 1, 2, 3)

Model Params (M) FLOPs (G) Time (S)

1-level 1.079 14.064 0.0644
2-level 1.229 14.175 0.0676
3-level 1.465 14.618 0.0938

Table S4. Computational cost across different levels of SSAB.

ent levels of SSAB in terms of parameters, FLOPs (Floating
point operations per second), and execution time. The Flops
is calculated on 3 × 256 × 256 input, and execution time
measurements taken on a single 844×1500 RGB image us-
ing an NVIDIA RTX 4090 GPU. The 1-level and the 2-level
SSAB, which we used as the default in the main manuscript,
show minimal differences in computational cost. However,
the 3-level configuration requires slightly more runtime,
with an execution time increase of approximately 0.1 sec-
onds.

Additionally, Fig. S1 presents the visual output results
corresponding to each level. The 1-level SSAB tends to
produce artifacts such as blotches caused by lighting (red
boxes), whereas such issues are absent with configurations
of 2 and 3-level SSAB. To aid understanding, Fig. S2 visu-
alizes the slot attention maps for each level. In the 1-level
SSAB, the attention maps show stark partitioning based on
light sources, whereas this issue is resolved in configura-

Output SICE [3] LCDP [8]
PSNR↑ SSIM↑ PSNR↑ SSIM↑

Ipseudo 21.39 0.7107 21.52 0.7245
Iout 22.81 0.7239 24.03 0.8592

Table S5. Performance of Ipseudo.

tions of 2-level SSAB or higher. It also shows that soft and
diverse attention maps enhance output quality, demonstrat-
ing effective slot attention. At higher levels, a soft attention
map, rather than hard attention, is achieved, leading to im-
proved correction performance.

C. Loss Design

We use the reconstructed Ipseudo from Sfinal for slot train-
ing with Decslot. As shown in Fig. S3 and Table S5, the
image quality of Ipseudo is lower compared to Iout. In this
section, we provide a detailed explanation of the rationale
behind adopting this training strategy.

SSAB achieves exposure-based partitioning through
Sfinal and Decslot. Specifically, by enforcing Sfinal

to Ipseudo using Lslot, Decslot guides attention maps
(attnmain,attnsub) enables to exposure-aware partition-
ing. Specifically, Decenhance outputs exposure-corrected
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Figure S2. Visual comparisons of slot attention maps across different n-level SSAB structures (n = 1, 2, 3).
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Figure S3. Visual comparisons of Ipseudo and Iout.

images using F ′ with skip connections, while Decslot pro-
cesses only Sfinal without skip connections to emphasize
overall structure and focus on high-level representations
such as semantics and exposure rather than fine details. This
design allows Lslot to guide slots in automatically identify-
ing meaningful, exposure-specific regions. Fig. S4 presents
feature clustering results via t-SNE. (a) shows a t-SNE visu-
alization of features after slot attention, grouped into three
levels based on input pixel brightness. (b) and (c) indi-
cate the slot assignments of features, with (b) showing re-
sults without Decslot and (c) with Decslot. The similarity
between (a) and (c), contrasted with the difference in (b),
confirms that the slots have been effectively trained to be
exposure-aware. Furthermore, (b) shows the results with-

out Decslot, where features are not well separated, leading
to poor clustering. Although we do not explicitly enforce
slots, Decslot naturally achieves exposure-aware partition-
ing for exposure correction, supporting the improvement
shown in Table 3 in our main manuscript.

D. Limitation

Extreme exposure differences within the same object could
cause partitioning errors in our proposed 2-level configu-
ration as in Fig. S5 (b). Increasing structural depth helps
mitigate these issues (Fig. S5 (c)), but challenges remain.
Future work will address this by explicitly incorporating ob-
ject semantics.
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Figure S4. t-SNE results and improvements based on the use of Decslot. In (a), the input pixel values are partitioned into three ranges
based on their exposure levels (intensity) for representation.
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Figure S5. Visual results of our failure case. In our default 2-level structure, significant brightness variations within the same object can
lead to improper brightness enhancement results.

E. More Quantitative results on Perceptual
Quality

In Table S6, we also provide a perceptual comparison of
the results with other methods. The evaluation is con-
ducted on SICE [3] dataset. To measure the perceptual
quality, we adopt Learned Perceptual Image Patch Similar-
ity (LPIPS) [9] and Perception Index (PI) [2].

Model #Params Time (S) LPIPS↓ PI↓

ECLNet [6] 0.018 0.1328 0.268 3.346
FECNet [5] 0.150 0.0746 0.298 3.679
CSEC [7] 1.364 2.3633 0.208 2.993
Exposure-slot 1.229 0.0676 0.161 2.949

Table S6. Results of Perceptual Quality

The execution time measurements taken on a single
844×1500 RGB image using an NVIDIA RTX 4090 GPU.
Exposure-slot delivers faster processing speeds compared
to existing approaches while maintaining high perceptual
quality.

F. More Quantitative results on MSEC.

We present additional quantitative results for different ex-
perts in the MSEC evaluation in Table S7. In Table 1 of

our main manuscript, we evaluate MSEC using Expert C as
the ground truth, following the evaluation method of previ-
ous exposure correction approaches [1, 6, 7]. Our method
outperforms existing approaches across all experts.

G. More Qualitative results.

Fig.S6,S7 and S8 present additional visual results on the
LCDP [8] dataset. For comparison, we include LCDP-
Net [8] and CSEC [7] as baseline methods. LCDPNet
shows more robust results against light source diffusion
compared to CSEC but struggles with accurate color cor-
rection, whereas CSEC excels at color correction but gener-
ates artifacts due to light source diffusion. In contrast, our
proposed method, Exposure-slot achieves robust correction
results, effectively addressing both challenges.

H. Visualization of Slot Attention Maps

We visualize the progressive refinement of each slot atten-
tion map. In Fig. S9 – S21, we provide attention maps of
main- and sub-slots at each iteration. As shown in figures,
attention maps progressively evolve into features optimized
for exposure correction, reflecting gradual feature improve-
ment and smoothing with each iteration.



Method Expert A Expert B Expert C Expert D Expert E

MSEC [1] 19.11/0.8010 19.96/0.7810 20.08/0.8210 18.87/0.7670 19.38/0.7890
ECLNet [6] 20.54/0.8088 22.74/0.8509 22.57/0.8631 20.39/0.8267 19.85/0.8271
CSEC [7] 19.83/0.7621 22.52/0.8517 22.73/0.8638 20.53/0.8291 20.13/0.8278
Exposure-slot 20.72/0.8184 22.77/0.8549 23.18/0.8697 20.66/0.8359 20.42/0.8363

Table S7. Results on all experts of MSEC [1] dataset in terms of PSNR↑ and SSIM↑.

I. Visualization of t-SNE.
This section provides details regarding the t-SNE plots
shown in Fig. 5 of the main manuscript. In Fig. 5, t-SNE
is visualized based on the feature vectors from V in Eq. 2.
The left side of the figure illustrates the t-SNE plot of V
before applying prompts, while the right side displays the
t-SNE plot of V · Pfinal, representing the prompt applied
version.

For further information, in this supplementary material,
we provide t-SNE plots for the 1, 2, and 3-level SSAB struc-
ture in Fig. S22, S23, and S24. For each figure, the plots
from left to right represent features before prompts, features
after prompts, prompts, and slots. Features before and af-
ter prompts are visualized using the method employed in
Fig. 5, while Sfinal and Pfinal from Eq. 9 are used for slots
and prompts, respectively. Additionally, from top to bot-
tom, each row corresponds to plots clustered at the main-
slot, sub-slot, and sub2-slot levels. We observe that not only
the prompts and slots exhibit distinct distributions and rela-
tionships, but the features after prompts also display unique
patterns for each level of the SSAB structure. This indicates
that as the level increases, the SSAB structure becomes pro-
gressively more adept at performing sophisticated exposure
correction.



Input Image LCDPNet CSEC Exposure-slot Ground Truth
Figure S6. Visual results from LCDP [8] dataset. We utilize LCDPNet [8] and CSEC [7] as comparison methods.

Input Image LCDPNet CSEC Exposure-slot Ground Truth

Figure S7. Visual results from LCDP [8] dataset. We utilize LCDPNet [8] and CSEC [7] as comparison methods.



Input Image LCDPNet CSEC Exposure-slot Ground Truth
Figure S8. Visual results from LCDP [8] dataset. We utilize LCDPNet [8] and CSEC [7] as comparison methods.
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Figure S9. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot and
sub-slot at each iteration (t = 1, 2, 3).
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Figure S10. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).

𝒕 = 𝟏

𝒕 = 𝟐

𝒕 = 𝟑

Attention maps of main-slot Attention maps of sub-slotInput

Figure S11. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S12. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S13. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S14. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S15. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S16. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S17. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S18. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S19. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S20. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S21. Visual result of attention maps from LCDP [8] dataset. From top to bottom, we present the attention maps of the main-slot
and sub-slot at each iteration (t = 1, 2, 3).
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Figure S22. The t-SNE plots for the 1-level SSAB structure are presented. From left to right, the plots represent features before prompts
(V), features after prompts (V ·Pfinal) as defined in Eq. 2, prompts (Pfinal), and slots (Sfinal) as defined in Eq. 9, respectively.
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Figure S23. The t-SNE plots for the 2-level SSAB structure are presented. From left to right, the plots represent features before prompts
(V), features after prompts (V ·Pfinal) as defined in Eq. 2, prompts (Pfinal), and slots (Sfinal) as defined in Eq. 9, respectively. Additionally,
from top to bottom, each row corresponds to plots clustered at the main-slot and sub-slot, respectively.
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Figure S24. The t-SNE plots for the 2-level SSAB structure are presented. From left to right, the plots represent features before prompts
(V), features after prompts (V ·Pfinal) as defined in Eq. 2, prompts (Pfinal), and slots (Sfinal) as defined in Eq. 9, respectively. Additionally,
from top to bottom, each row corresponds to plots clustered at the main-slot, sub-slot, and sub2-slot, respectively.
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