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Supplementary Material

In this file, we provide additional details as follows:

A. Details of Evaluation Datasets: We provide the de-
tails of our proposed datasets, Charades-CON and
ActivityNet-CON.

B. Details of Models: We describe the Video-LLMs that
are utilized in our experiments one by one. Then we
provide the experiment setup of the models for our eval-
uation. Additionally, we further discuss the limitations
of the time-aware models.

C. Details of Prompting Methods: We describe two
prompting methods, including chain-of-thought and de-
scription prompting.

D. Details of Instruction Tuning: We detail the process of
instruction tuning and VTune.

E. Additional Experiments: We provide additional exper-
iments to provide further insights.

F. Prompt Designs: In this study, we design various
prompts to construct evaluation sets, evaluate the
model’s responses, and generate verification queries. We
provide detailed prompts for each.

A. Details of Datasets
In Table 5, we provide statistics of each dataset. The length
of the video and their moments remain almost the same
compared to the original datasets. Generated aligned and
misaligned queries have similar lengths compared to the
ground-truth queries.

B. Details of Video-LLMs
B.1. Video-LLMs

In this section, we describe eight open-source Video-
LLMs: Video-LLaMA [41], Video-LLaVA [20], Video-
ChatGPT [24], VideoChat2 [17], Video-LLaMA2 [4],
TimeChat [31], VTimeLLM [9], and VTG-LLM [8], which
are utilized in our evaluation. Note that we experiment with
a single A100 GPU for all models.

1. Video-LLaMA exhibits two branches: Vision-Language
and Audio-Language in its modeling and utilizes cross-
modal training from both the frozen pre-trained visual
and audio encoder. It shows a remarkable zero-shot audio
understanding capability and also generates responses to
the visual and audio information presented in the videos.
We select the fine-tuned checkpoint: Video-LLaMA-2-7B-

Finetuned, which is additionally fine-tuned on the instruc-
tion tuning data from Mini-GPT-4 [46], LLaVA [21], and
VideoChat [16].

Figure 7. Consistency evaluation results of Video-ChatGPT and
VideoChat2 using different prompting methods. While the prompt-
ing methods improve Video-ChatGPT, they are ineffective for
VideoChat2.

Dataset Duration Moment GT Query Aligned Query Misaligned Query

Charades-CON 30.7s 8.1s 7.5 10.6 8.3
ActivityNet-CON 132.4s 39.6s 12.2 12.4 11.3

Table 5. Statistics of each dataset. We provide the average number
of each column. The numbers for the queries represent the average
word count.

2. Video-LLaVA enables an LLM to perform visual rea-
soning capabilities, and it leads to comprehending both
images and videos simultaneously. To do this, Video-
LLaVA collects both image and video-text datasets and
incorporates them in its instruction tuning.

3. Video-ChatGPT designs spatiotemporal video modeling
and constructs video instruction tuning upon LLaVA [21].
It introduces a new dataset for video instruction tuning,
containing 100,000 high-quality video-instruction pairs.
Video-ChatGPT outperforms previous Video-LLMs in
Zero-shot VQA across several benchmarks. Additionally,
Video-ChatGPT proposes a video conversation evaluation
framework.

4. VideoChat2 design a progressive multimodal training.
Specifically, they aim to align vision and text in the first
stage and then generate captions from various image-text
pairs. Finally, they conduct instruction tuning to better



Expected Answer Templates

Yes

Is the event q present from m in the video?
Is the event q occurring from m in the video?
Does the event q happen from m in the video?
Is the event q included from m in the video?

No

Is the event q absent from m in the video?
Is the event q not present from m in the video?
Does the event q not happen from m in the video?
Is the event q missing from m in the video?

Table 6. Templates for holistic verification. Given the query sen-
tence q and the model’s predicted timestamp m, the above question
templates can be used for holistic verification.

align responses with human instructions. VideoChat2
demonstrates significant improvements in Zero-Shot
Video Question Answering, video conversation, and own
built comprehensive video benchmarks.

5. Video-LLaMA2 is one of the state-of-the-art Video-
LLMs, demonstrating superior performances on video
question-answering tasks. They seamlessly integrate both
visual and audio modalities in videos and propose STC
connector to understand spatiotemporal video informa-
tion.

6. TimeChat is specifically developed to accurately local-
ize and understand specific video moments from long
videos. TimeChat designs two key architectural: (1) A
time-aware frame encoder that explicitly encodes video
frames along with timestamps, (2) A sliding video Q-
Former to accommodate sequential information in video
frames. Specifically, TimeChat borrows the image Q-
Former from InstructBLIP [5] and the video Q-former
from Video-LLaMA [41]. Additionally, TimeChat in-
cludes the instruction tuning datasets of Valley [23] and
constructs 125K video instruction tuning datasets to per-
form time-related video understanding tasks, such as
VTG and DVC.

7. VTimeLLM proposes a three-stage temporal-aware
method, including image-text training and understanding
events within the video, enabling more precise video tem-
poral understanding. VTimeLLM devises two types of
QA dialogue templates, including single-turn and multi-
turn, to prompt questions requiring a comprehensive
description of all events and their corresponding times-
tamps.

8. VTG-LLM utilizes specific modules to improve tem-
poral representations in Video-LLM. While previous
Video-LLMs suffer quantization errors by using special
time tokens, VTG-LLM use absolute-time tokens (e.g.,
<TIME_ZERO>, <TIME_ONE>) to resolve this and han-
dle videos more than one hour. The model is instruction-
tuned with VTG-IT-120K, a high-quality and comprehen-
sive instruction tuning for time-related video understand-

Method Template
[1] When does the event q happen in the video? Please

only return its start time and end time.

[2] Please find the visual contents in the video described
by a given event, determining its starting. The format
should be: ’start time - end seconds’. Now I will give
you the event: q. Please only return its start time and
end time.

[3] Please answer when the event q occurs in the video.
The output format should be: ’start - end seconds’.
Please return its start time and end time."

TimeChat Please find the visual event described by a sentence
in the video, determining its starting and ending times.
The format should be: ’The event happens in the ’start
time - end time’. For example, The event ’person turn
a light on’ happens in the 24.3 - 30.4 seconds. Now I
will give you the textual sentence: q. Please return
its start time and end time.

VTimeLLM During which frames can we see the event q?

VTG-LLM Find the video segment that corresponds to the given
textual query q and determine its start and end seconds.

GPT-4o In which time frames does the event q happen? Iden-
tify the frames where the event takes place and provide
the answer like ’start - end seconds.’. For example, if
you think the given event occurs from 5 to 10 seconds
in the video, please return the ’The given happens in 5
- 10 seconds.’ Please only include the timestamp in the
answer without any other content.

Gemini 1.5 Flash When does the event q happen in the video? Please
return its start and end times.

Table 7. Prompt templates for temporal grounding. We designed the
templates of [1], [2], and [3] for Video-LLMs , as well as specific
templates for GPT-4o and Gemini. For TimeChat, VTimeLLM, and
VTG-LLM, we follow the official grounding prompts. We replace
the q in the prompts with the query sentence.

ing tasks.

B.2. Evaluation Setup
As previously mentioned in Section 4, the feasibility of
general-purpose Video-LLMs and closed-source models for
temporal grounding is absent. In this section, we provide
adaptation details for these models.
General-purpose Video-LLMs. We empirically found
that the general-purpose Video-LLMs are very sensitive to
prompts, easily failing to extract timestamps from their an-
swers. For instance, the model does not meet our expec-
tations, such as answering “I’m unable to find timestamps
in the video”, or the model’s answer only includes a single
timestamp like “The given event happens at 3 seconds.” We
categorize these answers as Invalid output. Therefore, we
carefully design several prompts for temporal grounding to
find the stable setting for each model and provide experi-
ment results in Table 8. For Video-LLaMA, we have two
options for LLM backbones, Llama-2 and Vicuna. While
using LLaMA-2 as an LLM backbone and the first prompt



Method LLM Prompt Charades-CON ActivityNet-CON
R@1, 0.5 R@1, 0.7 R@1, 0.5 R@1, 0.7

Video-LLaMA

Llama2-7B
[1] 15.8 5.7 9.6 2.0
[2] 0.2 0.1 0.1 0.1
[3] 0.3 0.2 0.4 0.0

Vicuna-7B
[1] 14.2 4.1 12.8 3.1
[2] 8.4 1.5 16.8 5.3
[3] 3.4 0.3 2.8 1.0

Vicuna-13B [2] 8.0 2.6 14.7 8.3

Video-LLaVA Vicuna-7B
[1] ———— Invalid output ————

[2] 9.6 3.9 13.3 5.4
[3] 9.4 3.2 13.4 6.5

Video-ChatGPT Vicuna-7B
[1] 12.3 6.8 3.0 0.3
[2] 13.5 7.3 3.4 0.7
[3] 14.4 7.6 3.3 0.8

VideoChat2 Vicuna-7B
[1] 7.2 2.1 10.5 4.9
[2] ———— Invalid output ————

[3] ———— Invalid output ————

Video-LLaMA2 Mistral-7B
[1] ———— Invalid output ————

[2] 17.6 8.3 10.4 4.8
[3] 20.0 9.3 10.4 4.7

VTG-LLM Llama2-7B - 26.0 11.0 6.8 3.0
VTimeLLM Vicuna-7B - 27.3 11.4 31.9 17.0
TimeChat Llama2-7B - 30.5 13.5 4.6 2.0
GPT-4o - - 28.5 12.3 26.8 12.0
Gemini 1.5 Flash - - 34.6 16.4 37.8 26.9

Table 8. Grounding performance of Video-LLMs across various
experiment settings. The number in the Prompts column denotes
the prompts in Table 7. Note that the results are obtained from
our evaluation sets, not the original test split. The Invalid output

represents when the model fails to include timestamps in its answer.

Method # Frames Charades-STA ActivityNet-Captions
R@1, 0.5 R@1, 0.7 R@1, 0.5 R@1, 0.7

GPT-4o
10 29.0 16.0 33.0 13.0
32 28.0 10.0 23.0 9.0
64 13.0 9.0 18.0 5.0

Table 9. Grounding performance of GPT-4o across different video
frame inputs. For efficiency, we randomly sample 200 videos from
Charades-STA and ActivityNet-Captions and find the acceptable
grounding performance of GPT-4o.

achieves the best grounding performance, it demonstrates
unstable performance depending on the prompt. Therefore,
we utilize Vicuna and the first prompt (i.e., [1] in Table 7),
demonstrating better consistency (see Table 13). Other
Video-LLMs like Video-ChatGPT are fixed with a specific
LLM backbone, so we follow their development settings. In
conclusion, we use the first prompt for Video-LLAMA and
VideoChat2, the second prompt for Video-LLAVA, and the
third prompt for Video-ChatGPT and VideoLLaMA2.
Time-aware Video-LLMs. For TimeChat, VTimeLLM, and
VTG-LLM, we follow the same prompt templates, which are
used in their official instruction tuning for temporal ground-
ing. Likewise, we use the official codes to extract the times-
tamps from their predictions.
Closed-source Models. Given the considerable budget re-
quired to utilize GPT-4o, we first define the set of frame
numbers {10, 32, 64} and sub-sample 100 videos from each
dataset to efficiently find the optimal setting. In Table 9, we

provide the grounding performance of GPT-4o across differ-
ent frame numbers. Note that the performances in Table 9
are different from those in Table 1 because the number of
test samples is different. During the experiment, we instruct
GPT-4o on how many frames are in the given video and how
long each frame is sampled. We find that using 10 frames
shows the best performance. For Gemini, we use the official
APIs to process video inputs.
Visualization. We present example question-answer pairs
for all models in Table 15. The format of timestamps varies
depending on the model, so we design a timestamp extraction
function for each model.

B.3. Limitations of the Time-aware Models
We hypothesize that the excessive focus on temporal ground-
ing with specialized elements in the time-aware models
may limit its adaptability to various video understanding
tasks and hinder generalization capabilities. For instance,
TimeChat develops a time-aware frame encoder that explic-
itly encodes video features along with the corresponding
sentences containing timestamps, such as “This frame is
sampled at 2s.” VTG-LLM utilizes digit time tokens, such
as <TIME_ZERO> and <TIME_ONE>, to effectively rep-
resent timestamps in videos. While such methods may be
effective for answering questions that require timestamps
within videos, providing these timestamp priors could hin-
der generalization across various video understanding tasks.
This limitation is particularly evident in VTG-LLM, which
shows poor relative consistency for verification probes, and
we empirically find that VTG-LLM often struggles to follow
instructions. Specifically, VTG-LLM frequently generates
timestamps as answers, even when asked for verification
probes.

C. Details of Prompting Methods
In this section, we provide details of the two prompting
methods, Chain-of-Thought and Description prompting.
Chain-of-Thought. We provide prompts that we utilize for
each prompting method. In Figure 8, we give three chain-
of-thought prompts that we design for each probe in our
evaluation. The three tasks, temporal grounding, rephrased
grounding, and shifted grounding, share the same prompt
since their output is the same. For holistic and compositional
verification, we instruct on which part the model should
concentrate either a whole sentence or sub-elements.
Description Prompting. We first ask the model “Please de-
scribe the given video in detail.” Then we keep the generated
video description in chat history to perform the probes during
our evaluation. We give a visual example of Video-ChatGPT
using the description prompting method in Figure 9. In our
previous discussion, we highlighted that while using the
description prompting method enhances the model’s consis-
tency, it may lead to negative outcomes such as generating



Figure 8. Chain-of-Thought prompts for temporal grounding and the probes. Since temporal grounding, rephrased grounding, and shifted
grounding share the same goal, predicting the video moment accurately, they use the same prompt. For verification probes, we specify which
parts the model should focus on, whether it’s the entire sentence or specific sub-elements.

Figure 9. The responses of Video-ChatGPT with Description
prompting. While Video-ChatGPT generates a rich video cap-
tion, it contains incorrect information that may mislead accurate
predictions. In this case, Video-ChatGPT fails to accurately predict
the timestamp in the video.

incorrect descriptions or hallucinations. As illustrated in
Figure 9, Video-ChatGPT provides a detailed description

of the video, but some of the information in the generated
description is inaccurate. For instance, the video depicts
two men in a gym, with only one of them wearing a red
shirt. However, the model incorrectly states that both men
are wearing red shirts. This might lead to inaccurate moment
predictions.

D. Details of Instruction Tuning
In this section, we provide a detailed experiment setup for
instruction tuning and VTune.
Instruction Tuning. Following the previous work [31],
we collect the annotations in the train split and convert the
annotations into a task-specific template to derive Video-
LLMs can predict the timestamps. For example, if the query
“The person closes the laptop.” is grounded in 0 to 5 seconds
in the video, we prompt the models “Localize the visual
content described by the given textual query ‘The person
closes the laptop.’ in the video, and output the start and end
timestamps in seconds.”. Then the model’s answer should
be “The given query happens in 0 - 5 seconds.” We utilize
the official codes and configurations to conduct instruction
tuning upon their official checkpoints.
Event Temporal Verification Tuning. We construct ver-
ification questions from the training split of each dataset.



Method Charades-CON ActivityNet-CON
Ground Ground (0.7) R-Ground R-Ground (0.7) S-Ground S-Ground (0.7) Ground Ground (0.7) R-Ground R-Ground (0.7) S-Ground S-Ground (0.7)

Open-source (general-purpose)

VideoChat2 7.2 2.1 5.4 (74.5) 4.4 (60.7) 1.0 (13.7) 0.3 (3.9) 10.5 4.9 8.7 (82.8) 7.9 (75.6) 0.6 (6.0) 0.1 (1.3)
Video-LLaVA 9.4 3.2 7.6 (80.8) 7.4 (78.7) 2.8 (30.3) 0.4 (4.5) 13.4 6.5 10.0 (74.5) 9.4 (70.3) 3.1 (23.0) 1.0 (7.3)
Video-LLaMA 14.2 4.1 10.6 (74.9) 9.3 (65.6) 5.3 (37.6) 8.3 (5.9) 12.8 3.1 8.5 (66.8) 8.1 (63.9) 7.2 (56.8) 1.6 (12.5)
Video-ChatGPT 14.4 7.6 12.8 (89.2) 12.7 (87.9) 1.3 (8.8) 0.4 (2.9) 3.3 0.8 2.8 (84.0) 2.7 (82.6) 0.1 (4.1) 0.1 (4.1)
Video-LLaMA2 20.0 9.3 16.8 (83.8) 16.6 (83.1) 3.8 (19.0) 1.1 (5.6) 10.4 4.7 8.2 (78.6) 7.4 (70.9) 1.5 (14.8) 0.3 (2.7)

Open-source (time-aware)

VTG-LLM 26.0 11.0 16.1 (62.1) 11.4 (43.8) 8.3 (32.0) 2.5 (9.7) 6.8 3.0 5.3 (78.0) 3.1 (45.0) 0.2 (3.0) 0.1 (1.0)
VTimeLLM 27.3 11.4 22.7 (83.2) 22.2 (81.3) 7.3 (26.9) 2.2 (8.2) 31.9 17.0 26.4 (82.7) 25.0 (78.5) 8.9 (27.9) 3.6 (11.2)
TimeChat 30.5 13.5 25.0 (82.1) 20.2 (66.2) 5.6 (18.5) 1.3 (4.1) 4.6 2.0 2.9 (64.1) 2.7 (58.5) 1.0 (21.2) 0.3 (7.5)

Closed-source

GPT-4o 28.5 12.3 21.2 (74.3) 12.7 (44.6) 9.3 (32.8) 2.8 (9.9) 26.8 12.0 18.1 (67.5) 12.9 (48.3) 10.4 (38.8) 3.4 (12.5)
Gemini 1.5 Flash 34.6 16.4 29.7 (85.7) 24.8 (71.7) 24.8 (71.7) 13.5 (39.1) 37.8 26.9 30.8 (81.4) 27.6 (72.9) 24.8 (65.6) 14.8 (39.2)

Table 10. Grounding and consistency results of models with different IoU thresholds. The number in brackets represents the IoU threshold.

Hyper-parameter Instruction Tuning Event Temporal Verification Tuning
Charades-STA ActivitNet-Captions Charades-STA ActivitNet-Captions

Epochs 3 3 3 1 / 3
Batch size 1 1 1 1
Learning rate 3e-5 3e-5 3e-5 3e-5
Warm-up learning rate 1e-6 1e-6 1e-6 1e-6

Iters-per-epochs 3102 24811 9332 51377
Warmup-steps 3102 14916 9332 25688

Table 11. Hyper-parameters for each tuning method. While we train
3 epochs for Video-LLaMA with VTune on ActivityNet-Captions,
we empirically find that TimeChat only needs 1 epoch for training.
Except for this case, we use the same hyper-parameters in both
models.

Specifically, we generate both aligned and misaligned sen-
tences from the original query and also generate correction
information on what information is wrong in misaligned sen-
tences by providing the prompt in Figure 11 to GPT-4o-mini.
Then we pair aligned sentences with affirmative responses
and misaligned sentences with denial responses and their
corresponding corrections.
Experiment Settings. The number of queries by type for
each dataset can be found in Table 12. For VTune, we follow
the official configurations and only change the parameters,
including iters per epoch and warmup steps, to reflect the
number of annotations for each training. We report hyper-
parameters used in each instruction tuning method in Ta-
ble 11. We use 4ˆ80 GB A100 GPUs for all experiments
and use the same prompts and hyper-parameters in both
Video-LLaMA and TimeChat. In our setting, Video-LLaMA
requires less than one day, and TimeChat requires at least
two days for instruction tuning. For VTune, Video-LLaMA
takes under two days, while TimeChat requires six days.

E. Additional Experiments
In this section, we provide additional experiment results to
further provide insights. We first provide the consistency
evaluation results using different IoU values. Then we exam-
ine how the prompt for temporal grounding and scalability
of LLM impact consistency. Then we further analyze the
results of rephrased grounding and shifted grounding.

Dataset G E T Total
Charades-STA 12408 76145 10691 99244
ActivityNet-Captions 37330 138340 29840 205510

Table 12. The number of grounding and verification queries in
each dataset. The following columns represent a specific query
type used: G for Grounding, E for Event Verification, and T for
Temporal Verification.

Consistency Results across Different IoU thresholds. In
Table 10, we provide additional experiment results using an
additional IoU threshold (i.e., 0.7) for temporal grounding
and grounding probes.
The impact of Temporal Grounding Prompt on Consis-
tency. To investigate this, we provide the results in Table 13.
As the prompt designs affect the grounding performance of
Video-LLMs, we also investigate their consistency. Specifi-
cally, we select a series of settings that demonstrate high per-
formance for each model in Table 8. While Video-LLaMA
with Vicuna-7B and the second prompt demonstrate better
relative consistency scores for verification probes, there is
no significant performance gap compared to other settings.
Likewise, for Video-LLaVA, Video-ChatGPT, and Video-
LLaMA2, the grounding prompt does not significantly im-
pact the model’s performance.
The impact of Scalability of LLM on Consistency. Addi-
tionally, we evaluate Video-LLaMA with Vicuna-13B and
confirm that there are no significant improvements. Specifi-
cally, while it shows higher relative consistency in rephrased
grounding, it fails to demonstrate strong capabilities for
other probes. Likely, a larger-scale LLM does not neces-
sarily represent improved consistency. Unfortunately, we
cannot evaluate the models with larger-scale LLM back-
bones, as most of them have either conducted experiments
only with 7B LLMs or have not released the corresponding
checkpoints. For instance, TimeChat and VTG-LLM haven’t
officially conducted experiments using 13B LLM backbones.
VTimeLLM reports the performance using Vicuna-13B in
the original paper, but has not officially released the corre-



Method LLM Prompt # Frames Charades-CON ActivityNet-CON
Ground R-Ground S-Ground H-Verify C-Verify Ground R-Ground S-Ground H-Verify C-Verify

Video-LLaMA
Llama2-7B [1] 8 15.8 12.8 (81.2) 5.2 (33.2) 7.2 (46.2) 7.9 (50.3) 9.6 8.2 (85.7) 4.6 (48.7) 4.8 (50.8) 4.8 (50.7)
Vicuna-7B [1] 8 14.2 10.6 (74.9) 5.3 (37.6) 7.5 (53.3) 7.3 (51.7) 12.8 8.5 (66.8) 7.2 (56.8) 7.3 (57.5) 7.5 (58.9)
Vicuna-7B [2] 8 8.4 5.9 (70.0) 2.9 (35.0) 4.5 (54.0) 4.6 (55.0) 16.8 14.5 (86.6) 9.1 (54.1) 9.8 (58.2) 9.9 (59.1)
Vicuna-13B [2] 8 8.0 6.8 (85.9) 0.2 (3.5) 3.8 (48.3) 3.9 (49.5) 14.7 12.8 (87.4) 1.0 (7.1) 6.5 (44.6) 7.1 (48.4)

Video-LLaVA Vicuna-7B [2] 8 9.6 8.0 (84.3) 2.4 (25.0) 4.8 (50.8) 4.8 (50.3) 13.3 10.4 (78.6) 3.8 (28.9) 6.4 (48.4) 6.8 (51.5)
Vicuna-7B [3] 8 9.4 7.6 (80.8) 2.8 (30.3) 5.0 (52.8) 4.7 (50.0) 13.4 10.0 (74.5) 3.1 (23.0) 6.3 (46.9) 7.0 (52.3)

Video-ChatGPT Vicuna-7B [2] 100 13.8 12.0 (87.5) 1.1 (8.3) 6.6 (48.5) 6.9 (50.2) 3.4 2.7 (80.9) 0.1 (4.0) 1.7 (51.9) 1.7 (51.6)
Vicuna-7B [3] 100 14.4 12.8 (89.2) 1.3 (8.8) 6.5 (44.8) 7.2 (50.0) 3.3 2.8 (84.0) 0.1 (4.1) 1.7 (50.4) 1.6 (49.2)

Video-LLaMA2 Mistral-7B [2] 8 17.6 14.7 (83.7) 3.5 (20) 9.1 (52.1) 9.2 (52.8) 10.4 7.8 (75.6) 1.4 (13.5) 5.3 (51.5) 5.6 (54.1)
Mistral-7B [3] 8 20.0 16.8 (83.8) 3.8 (19.0) 10.3 (51.5) 10.6 (52.9) 10.4 8.2 (78.6) 1.5 (14.8) 5.4 (52.4) 5.7 (54.7)

Table 13. Consistency evaluation of Video-LLMs across different settings. While the model’s performance varies across different prompts
for temporal grounding and LLM backbones, there are no significant differences between them.

Method Charades-CON ActivityNet-CON
WR AP WO Avg WR AP WO Avg

VideoChat2 76.2 75.3 75.7 75.7 86.0 84.7 81.0 83.9
Video-LLaVA 83.7 74.7 75.5 77.9 76.4 70.0 69.7 72.0
Video-LLaMA 74.3 75.0 65.1 71.4 89.1 85.3 85.2 86.5
Video-ChatGPT 92.8 86.6 90.8 90.0 88.5 88.5 88.8 88.6
Video-LLaMA2 88.0 82.0 82.8 84.2 82.6 71.3 69.9 74.6
VTG-LLM 56.8 53.8 53.8 54.8 77.2 60.4 61.3 66.3
VTimeLLM 77.3 74.9 73.4 75.2 63.3 62.8 63.3 63.1
TimeChat 83.8 84.7 80.4 82.9 84.4 80.5 78.6 81.1
GPT-4o 60.0 64.7 61.9 62.2 56.9 58.5 57.3 57.5
Gemini 1.5 Flash 75.4 77.4 74.9 75.9 76.0 71.4 71.4 72.9

Table 14. Rephrased grounding results across three modification
rules. WR: Word Replacement, AP: Active-to-Passive conver-
sion, and OC: Word Order change. We report mIoU for rephrased
grounding. Most models generally achieve a high score for WR.

sponding checkpoint.
Analysis of Rephrased Grounding. In Table 14, we provide
the performance for rephrased grounding by three modifica-
tion rules. The rules are previously introduced in Section 3.1
including word replacement, active-to-passive conversion,
and word order change. We confirm that most models tem-
porally ground rephrased queries with word replacement.
As we discussed in Section 4, this suggests the need for
improvements in consistent grounding and demonstrates the
effectiveness of our modification rules providing various
language variations.
How does VTune improve grounding? We speculate that
VTune enhances grounding in multiple ways. Fig 10-(A)
shows that verification tuning alone improves grounding
performance by approximately 20% (from an initial 30.5),
suggesting that verification tasks inherently benefit ground-
ing. This is likely because verification tasks are more general
and align with the prior QA capabilities of LLMs, whereas
fine-tuning for grounding may override this knowledge due
to requiring task-specific timestamp templates, resulting in
poor consistency. Additionally, Fig 10-(B) highlights the
importance of dataset scale and diversity, indicating that
verification queries serve as effective data augmentation, ex-

Figure 10. Experiments on Charades-CON with TimeChat.
(A): Performance evaluation across different ratios of event and
temporal verification queries. The total queries are fixed at 12k,
matching the # of grounding queries in the original dataset. (B):
Performance evaluation across varying verification query scales.
100% scale corresponds to the performance of VTune reported
in the paper. The number of unique words is a proxy for dataset
diversity.

panding linguistic coverage. However, excessive training
may diminish performance.

F. Prompts for GPT
In this section, we provide detailed prompts that are utilized
in our study.
1. We use the prompt in Figure 12 to generate aligned, mis-

aligned, and compositional queries.
2. We use the prompt in Figure 13 to evaluate the model’s

answer for our probes.



Figure 11. The prompt to generate verification questions for VTune.



Figure 12. The prompt for generating aligned, misaligned, and compositional queries.



Figure 13. The prompt to assess the correctness of the model’s answer for verification probes. Specifically, we ask GPT-4o-mini to assess
whether the answer aligns with the expected answer.



Method Question-Answer pairs
Video-LLaMA Q: When does the event ‘person puts bag of groceries on table.’? Please only return its start time and end time.

A: The event ’person puts bag of groceries on table’ happens at 0.0 seconds. It lasts for 19.2 seconds.
Q: Is the person running into the room from 0.0 to 19.2 seconds in the video?
A: Yes.

Video-LLaVA Q: Please answer when the event ‘He keeps adding paint along the way, sometimes directly to the canvas.’ occurs in the video.
The output format should be: ‘start - end seconds’. Please return its start time and end time.

A: 0:45 - 0:65
Q: Does the event ‘man is taking off a violin from the case and gives it to a man.’ not happen from 0.0 to 36.0 seconds in the video?
A: Yes, the event ’man is taking off a violin from the case and gives it to a man’ does not happen from 0.0 to 36.0 seconds in the video.

Video-ChatGPT Q: Please answer when the event ’The man then instructs the man holding the rope to pull the row down a few times and he’s talking
the whole time.’ occurs in the video. The output format should be: ’start - end seconds’. Please return its start time and end time.

A: The event ’The man then instructs the man holding the rope to pull the row down a few times and he’s talking the whole time.’
occurs at 0:15 - 0:30.

Q: Is the event ’The man subsequently instructs the individual holding the rope to draw the row down multiple times while he’s speaking
continuously.’ present from 15 to 30 seconds in the video?

A: Yes, the event is present from 15 to 30 seconds in the video.

Video-Chat2 Q: When does the event ’person closes the door a few more times.’ occurs in the video?
Please return its start time and end time in seconds. The output format should be: ’start - end seconds’.

A: The event ’person closes the door a few more times’ occurs in the video at the start time of 00:00 and ends at 00:02.
Q: Is the event ’The individual shuts the door several additional times.’ occurring from 0 to 2 seconds in the video?
A: The event of the individual shutting the door several times is happening from 0 to 2 seconds in the video.

Video-LLaMA2 Q: Please answer when the event ’A person is seen knitting close up and leads into a woman speaking.’ occurs in the video.
The output format should be: ’start - end seconds’. Please return its start time and end time.

A: The event ’A person is seen knitting close up and leads into a woman speaking.’ takes place from 0 seconds to 11.9 seconds.
Q: Is the event ’Close up, a person is observed knitting, leading into a woman who is speaking.’ not present from 0 to 11.9 seconds

in the video?
A: Yes, the event ’Close up, a person is observed knitting, leading into a woman who is speaking.’ is not present from 0 to 11.9

seconds in the video.

TimeChat Q: Please find the visual event described by a sentence in the video, determining its starting and ending times. The format should be:
’The event happens in the start time - end time’. For example, The event ’person turn a light on’ happens in the 24.3 - 30.4 seconds.
Now I will give you the textual sentence: ’person starts to run out of the room.’ Please return its start time and end time.

A: The given query happens in 20 - 25 seconds.
Q: Is the event ’Out of the room, the person starts to run.’ occurring from 20.0 to 25.0 seconds in the video? Please answer with ’Yes’

or ’No’.
A: Yes.

VTimeLLM Q: During which frames can we see the event ’The man then instructs the man holding the rope to pull the row down
a few times and he’s talking the whole time.’?

A: The event ’The man then instructs the man holding the rope to pull the row down a few times and he’s talking
the whole time.’ can be seen from 17 to 71.

Q: Is the event ’The woman then instructs the man holding the rope to pull the row up a few times and she’s
silent the whole time.’ occurring from 17 to 71 frames in the video?

A: Yes, that’s correct.

VTG-LLM Q: Find the video segment that corresponds to the given textual query ’person puts a bag on the sofa.’ and determine
its start and end seconds.

A: 0020.0 - 0025.0 seconds, person puts a bag on the sofa.
Q: Is the event ’person puts a bag on the sofa’ occurring from 20.0 to 25 seconds in the video? Please answer with ’Yes’ or ’No’.
A: 0020.0 - 0025.0 seconds, person puts a bag on the sofa.

GPT-4o Q: The video consists of 10 frames, with a total duration of 153.35 seconds. Each frame is sampled every 15.0 seconds. In which time
frames does the event He mixes some pain and paints part of a canvas, then does another color. happen? Identify the frames
where the event takes place and provide the answer like start - end seconds.. For example, if you think the given event occurs from
5 to 10 seconds in the video, please return the ’The given happens in 5 - 10 seconds.’ Please only include the timestamp in the
answer without any other content.

A: The given event happens in 0 - 60 seconds.
Gemini 1.5 Flash Q: When does the event ’a person walks through a doorway.’ happen in the video? Please return its start and end times.

A: The person starts walking through the doorway at 00:07 and finishes at 00:24.
Q: Is the event ’a person walks through a doorway.’ included from 7 to 24 seconds in the video? Please answer with Yes or No.
A: Yes.

Table 15. Example question-answer pairs of the models during our evaluation.
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