
What’s in the Image? A Deep-Dive into the Vision of Vision Language Models
Supplementary Material

Omri Kaduri∗ Shai Bagon∗ Tali Dekel
Weizmann Institute of Science

*Indicates equal contribution.

Project webpage: vision-of-vlm.github.io

Contents

A. VLMs in Our Analysis 1

B. LLM-as-a-judge 1

C. Annotating Fine-Grained Details 3

D. LLaVA-1.5 analysis 4

E. InternVL2 Additional Results 6

F. Images used for evaluation 6

A. VLMs in Our Analysis
We use InternVL2-76B [1] – a powerful open-source Vi-
sual Language Model built upon Llama3-70B LLM [3]
and a 6B ViT encoder [2]. InternVL2 demonstrates
highly competitive performance, surpassing other open-
source VLMs, including LLaVA models, and achieving
results comparable to closed-source models across mul-
tiple benchmarks [1, 8]. We further validate our results
using LLaVA-1.5-7B [7], a well-established VLM. We
note that these two models differ in two critical ways:
(a) LLaVA-1.5 is an order-of-magnitude smaller in pa-
rameter size and performs worser on most benchmarks
relative to InternVL2. (b) InternVL2 process high reso-
lution images by splitting them to several high-res non-
overlapping patches, alongside a one low-res patch of
the resized image. This should enable the model to ex-
tract finer details. However, LLaVA-1.5 simply resize
the input image to a fixed resolution.

Despite these differences, our analysis demonstrates
that they exhibit the same underlying behavior regarding
the processing of visual information, as described next.

B. LLM-as-a-judge
In this section, we provide more details on our LLM-
as-a-judge evaluation protocol presented in Sec. 4.2 in

the main paper. Specifically, given original and mod-
ified VLM’s responses (e.g., before and after knock-
out), we instruct the LLM to identify all objects men-
tioned in each prompt, while disregarding attributes and
other details. This enables the computation of True Pos-
itive, False Positive and False Negative as described in
Sec. 4.2. Finally, we estimate the precision (TP/TP+FP)
and recall (TP/TP+FN), and the F1 score (the harmonic
mean of the precision and recall). We utilize GPT-4 as
the LLM for all evaluations. The specific prompt used
is provided in Fig. A2, with one in-context examples. In
practice, we used three in-context examples overall.

Figure A1. LLM-as-a-judge human evaluation survey. Im-
age shows an example of the interface used to query human
participants whether an object (a bowl in this example) appears
in the provided textual description.
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You are an expert in evaluating the quality of image captions. Below you will find two image captions. Your task would be
to compare the two captions, in terms of precision and recall.
Evaluation Steps:
1. Extract for each caption the list of *physical objects* that are present in them. Detect only tangible objects that can be
interacted with. Ignore colors or other attributes, or even positioning of objects in the scene. The objects are the main focus
of the evaluation.
2. Compare the two lists of *physical objects* and rate the quality of each caption in terms of precision and recall, using the
first caption as the groundtruth, and the second caption as prediction.
3. Precision is the fraction of the *physical objects* from the predicted caption that are present in the groundtruth caption.
If half of the *physical objects* in the predicted caption are also in the groundtruth caption, the precision would be 0.5. If
none, the precision would be 0. If all, the precision would be 1.
4. Recall is the fraction of the *physical objects* present in the image that are mentioned in the caption. If half of the
*physical objects* in the groundtruth caption are also in the predicted caption, the recall would be 0.5. If none, the recall
would be 0. If all, the recall would be 1.

Now, for the next pair of captions, please follow these steps and evaluate the quality of the second caption in terms of
precision and recall, using the first caption as the groundtruth.

Groundtruth caption:
The image depicts a cyclist riding a road bike on a paved road. The cyclist is wearing a red helmet, black and white cycling
jersey, black shorts, and white cycling shoes. They are also carrying a black backpack. The road is marked with a double
yellow line down the center and a white line along the edges. On the left side of the road, there are two horses walking in
the same direction as the cyclist. The surrounding area is green with trees and bushes on both sides of the road. The sky is
clear and blue, indicating good weather conditions.

Predicted caption:
The image depicts a person riding a bicycle on a road. The cyclist is wearing a helmet and a backpack, and is fac-
ing away from the camera, looking ahead. The road is surrounded by trees and vegetation on both sides, creating a
natural and scenic environment. The sky is clear and blue, indicating good weather conditions. The road appears to be rel-
atively empty, with no other vehicles or cyclists visible. The overall scene conveys a sense of tranquility and outdoor activity.

Evaluation:
Visual Elements in Groundtruth Caption: Cyclist, Bike, Helmet, Jersey, Shorts, Shoes, Backpack, Horses, Trees and bushes
* Note that I ignored the following visual elements as they are not physical objects: road, double yellow line, white line,
sky, weather conditions

Visual Elements in Predicted Caption: Person, Bicycle, Helmet, Backpack, Trees
* Note that I ignored the following visual elements as they are not physical objects: road, sky, weather conditions

Details that are present in the groundtruth caption but missing in the predicted caption (False Negatives): The Jer-
sey, The Shorts, The Shoes, The horses Details that are present in the predicted caption but missing in the groundtruth
caption (False Positives): None
Details that are present in both captions (True Positives):
The cyclist, The helmet, The backpack, The trees, The horses
Precision is: TP / (TP + FP) Precision = 5 / (5 + 0) = 5 / 5 = 1.0
Recall is: TP / (TP + FN) Recall = 5 / (5 + 4) = 5 / 9 = 0.555
Overall, the predicted caption has a precision of 1.0 and a recall of 0.555.

Now, for the next pair of captions, please follow the same steps and evaluate the quality of the second caption in
terms of precision and recall, using the first caption as the groundtruth.
Groundtruth caption: GROUNDTRUTH CAPTION HERE
Predicted caption: PREDICTED CAPTION HERE
Evaluation:
Visual Elements in Groundtruth Caption:

Figure A2. LLM-as-a-judge evaluation prompt:. We start the LLM-based evaluation by explaining the task and evaluation
process, and provide 3 examples with full evaluation results. Then, we instruct the LLM to follow this protocol for a new input.
Here we provide only one example from the context, while we note that we used three examples, and it had critical effect on
performance of the metric.



User study To justify our LLM-as-a-judge protocol,
we verified critical aspects of the automatic evaluation
process via a user study. To correctly quantify the dif-
ference between a baseline and a knockout description,
our LLM-as-a-judge needs to (a) faithfully extract lists
of objects from both descriptions and (b) robustly match
objects between the extracted lists. Once the lists are
aligned – it is straightforward to compute the number of
true positives (TP), false positives (FP), and false neg-
atives (FN). To validate these two aspects, we provided
human raters with a description (either the baseline or
the knockout) and a single object from the list of objects
the LLM extracted from either description. They then
answered a Yes/No question: whether the object appears
in the given description (see Fig. A1 for an example).
Since we matched descriptions and objects from both
baseline and knockout experiments, we expect to have
both “Yes” and “No” as valid answers to the survey. For
instance, an object marked by the LLM as false positive
(FP), that is, an object that was in the baseline descrip-
tion, but omitted from the knockout one. For such object
we expect humans to answer “Yes” when asked if the ob-
ject appears in the baseline description and “No” when
asked if it appears in the knockout description.

Measuring the agreement between LLM and humans
provides verification for both critical aspects of our pro-
tocol: it both ensures objects spotted by LLM in descrip-
tions indeed exist there, the LLM did not hallucinate ob-
jects, and that objects were correctly matched across de-
scriptions.

We used the baseline and the knockout descriptions
of 20 images, listing 316 objects. We collected 1,464
impressions from human raters. Out of this, we filtered
over 100 impressions that were inconsistent with the
majority vote of human annotators for the same ques-
tion. Table A1(a) shows the confusion matrix between
LLM and humans. Based on these values, we computed
the true-positive rate (how accurately the LLM spotted
objects in the descriptions) – 95.2%, the true-negative
rate (the degree to which LLM avoided hallucinating ob-
jects) – 96.5%, and finally, the total accuracy – 95.7%.
We also note that despite the simplicity of the task, hu-
man raters were not in full agreement; the user response
agreement was 92.2% – on par with the LLM’s accuracy.

C. Annotating Fine-Grained Details

Sec. 4.5 explored how the model retrieves fine-grained
visual information from image tokens. For the pur-
pose of this experiment, we defined a “fine detail” as a
concrete object that was spotted by the baseline VLM
but was omitted under KOimg→gen knockout setting.
Sec. 4.3 showed that information conveying these ob-
jects is not being accumulated in the text query to-

Humans
Yes No

LLM Yes 798 18
No 40 502

(a) Confusion matrix

True-positive rate 95.2 %
True-negative rate 96.5 %

Total accuracy 95.7 %
Human agreement 92.2 %

(b) Accuracy

Table A1. Humans vs. LLM-as-a-judge: To validate that the
LLM accurately identified objects in textual descriptions with-
out hallucination, we provided human raters with a description
and a single object. They then answered a Yes/No question: ‘is
the object mentioned in the text?’ (a) Comparing LLM to hu-
man annotations. (b) Accuracy values for LLM. Note that even
for such a simple task, the inter-human agreement is 92.2%.

kens, and the experiment in Sec. 4.5 was set to discover
whether it comes by attending directly to image tokens.
To answer this question, we annotated fine details in im-
ages from the same subset of COCO images (Sec. F).
We considered all false-negative details extracted during
the LLM-as-a-judge evaluation for our visual-to-output
knockout experiment of Fig. A4(b) as candidate fine-
grained visual details since the model was unable to de-
scribe them using the query text tokens alone. Note that
these details are not restricted to any pre-defined set of
categories but rather follow an “open vocabulary” set-
ting where the details are defined based on analyzing dif-
ferences in free-text image descriptions. Furthermore,
since the details are derived from a specific knockout ex-
periment, different VLM models induce different lists of
candidate details. We further asked an LLM to associate

A pink umbrella

curly hair

Figure A3. Rejecting SAM masks: An input image (left) and
the corresponding SAM mask (right). The text used to prompt
EVF SAM [9] is shown beneath each mask. We manually re-
jected these segmentation masks since they do not correspond
well to the textual description or are of low quality.
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Figure A4. Attention knockout on LLaVA-1.5b [7] and InternVL2 [1]: (a) The VLM employs causal masking (Eq.1), allowing
generated and query tokens to gather information from image tokens, but not vice versa. We analyze three knockout configurations:
(b) Image-to-generated KOimg→gen: visual information flows to generated tokens only through query tokens, (c) Image-to-query
KOimg→txt: blocks query tokens from accessing image information, and (d) Image-to-others KOimg→txt+gen: blocks image tokens
from affecting all other tokens. (e) Evaluation of model responses (see Sec. 4.2) under each knockout configuration reveals that
KOimg→gen achieves a 0.4 F1 score despite indirect image access, while KOimg→txt fails completely, demonstrating query tokens’
essential role as global image descriptors. (f) We expand previous experiments by knocking out attention, starting from layer l.
Results highlight a consistent rise in F1 scores in the mid-layers, suggesting their critical role in visual information processing.

each extracted detail with specific generated text tokens
of the full description. Given the textual description of
the details in the images, we used text-guided segment
anything model [9] to create a binary mask localizing
each detail in the image. Finally, we manually inspected
the extracted details and their masks and discarded de-
tails for which the masks did not match the textual de-
scription, were poorly localized or were of low quality,
see examples in Fig. A3.

After this manual selection, we were left with 231 an-
notated details in 68 images for InternVL2, and 115 de-
tails in 57 images for LLaVA-1.5. Each annotated detail
comprises a segmentation mask, localizing it in image
space, and a short textual description, localizing it in the
generated text.

D. LLaVA-1.5 analysis

In this section we provide our analysis results on
LLaVA-1.5-7B [7].
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Figure A5. LLaVA-1.5 Fraction of attention to different to-
ken types: We measure the relative amount by which the gen-
erated tokens attend to: image tokens (blue), query text tokens
(orange), and the previously generated tokens in the sequence
(green). We report the distribution of relative attention for a
set of 80 images, averaged across attention heads and gener-
ated tokens for LLaVA-1.5.

Attention Knockout Analysis We visualize in A5
the fraction of attention towards each token type: Timg,



(a) Baseline model: no knockout
The image features a group of pigeons gathered on a paved surface, 
with one of them sitting on top of a piece of bread. The pigeon is 
positioned in the center of the scene, while the other pigeons are 
scattered around it. Some of the pigeons are standing close to the 
pigeon with the bread, while others are further away. The pigeons 
appear to be enjoying their time together, possibly sharing the bread as 
a snack.

The image features a man in a military uniform, possibly a soldier, 
standing in front of a building. He is wearing a backpack and appears to 
be looking at something in the distance. The soldier is positioned 
towards the left side of the image.
There are two other people in the scene, one located in the middle and 
the other on the right side. The middle person is closer to the soldier, 
while the person on the right is further away. The scene seems to be 
taking place outdoors, with the building in the background.

The image features a black and white cat sitting on a chair in a room. 
The cat appears to be looking at something, possibly a camera or 
another object in the room. The chair is positioned in the center of the 
scene, and the cat is comfortably occupying it.v

TP: Man, People, Military Uniform
FN: Cell phone, Bottle
FP: Backpack, Building
Precision=3/5    Recall= 3/5     

TP: Cat 
FN: Sink, Toilet, Bottles
FP: Chair
Precision=1/2          Recall= 1/4                  

(c) Knockout image-to-gen,             , for all layers
The image features a group of pigeons gathered in a courtyard. There 
are at least nine pigeons visible in the scene, with some standing closer 
to the foreground and others further back. The pigeons are scattered 
throughout the courtyard, with some standing near the center and 
others closer to the edges. The scene captures a typical moment of 
urban wildlife interacting with their surroundings.

True Positive (TP): Pigeon
False Negative (FN): Bread
False Positive (FP): N/A
Precision=1/1           Recall= 1/2                 

The image features a person standing in front of a computer screen, 
likely working or browsing the internet. The person is wearing a tie, 
which suggests a professional or formal setting. The computer screen 
takes up a significant portion of the image, indicating its importance in 
the scene. The person appears to be focused on the screen, possibly 
engaging in tasks such as writing an email.

The image features a black and white cat sitting on a table. The cat 
appears to be looking at something, possibly a camera or another 
object of interest. The table is positioned in the center of the scene, with 
the cat occupying a significant portion of the image. The focus of the 
image is on the cat and its surroundings, creating a sense of curiosity 
and engagement with the viewer.

(d) Knockout image-to-text,             , for all layers
The image features a person standing in front of a building, possibly a 
store or a shop. The person is wearing a tie, which suggests a 
professional or formal attire. The building appears to be a storefront, 
with the person standing in front of it, possibly waiting for customers or 
preparing to enter the establishment.

Precision=1/2             Recall= 1/5                Precision=0              Recall= 0                  Precision=0              Recall= 0                

The image features a man in military fatigues, possibly a Marine, 
wearing a hat and holding a cell phone. He is standing outside, possibly 
in a park, and appears to be looking at his phone.
There are several other people in the background, some of whom are 
also wearing hats. A few of them are standing close to each other, while 
others are more spread out. Additionally, there is a bottle visible in the 
scene, possibly belonging to one of the people present.

The image features a black cat sitting inside a bathroom sink, 
seemingly enjoying the cozy space. The sink is located next to a 
counter, and there are several bottles scattered around the area. Some 
of these bottles are placed on the counter, while others are located near 
the sink. The scene gives off a relaxed and comfortable atmosphere, as 
the cat seems to be at ease in the bathroom environment.

TP: Man, People, Military uniform/fatigues, Cell 
phone, Bottle
FN: N/A       FP: Hat
Precision=5/6       Recall= 5/5     

TP: Cat, Sink, Bottles, Counter
FN:  Toilet
FP: N/A
Precision=4/4         Recall= 4/5                   

 The image features a group of pigeons gathered on a street, with one 
of them sitting on top of a piece of bread. The pigeon is positioned in 
the center of the scene, surrounded by several other pigeons. Some of 
the pigeons are standing, while others are sitting or walking around. 
The street appears to be a mix of pavement and dirt, creating a casual 
and urban setting for the pigeons.

True Positive (TP): Pigeon, Break
False Negative (FN):  N/A
False Positive (FP): N/A
Precision=2/2         Recall= 2/2                    

(b) Knockout image-to-gen,             , except layers 20-40

The image features a man in a military uniform, possibly a Marine, 
standing outside and looking at his cell phone. He is holding the phone 
in his hand, possibly checking messages or browsing the internet.
There are several other people in the scene, some of whom are also 
wearing military uniforms. One person is standing close to the man 
with the cell phone, while others are scattered around the area. A bottle 
can be seen on the ground, possibly belonging to one of the individuals 
in the scene.

 The image features a black cat sitting inside a white bathroom sink. 
The sink is located next to a toilet, and there are several bottles 
scattered around the sink area. Some of these bottles are placed on the 
countertop, while others are located near the sink. The scene appears 
to be a cozy and unusual resting spot for the cat.

F1=1.0

F1=0.67

F1=0.0

F1=0.90

F1=0.60

F1=0.0

F1=0.89

F1=0.33

F1=0.28

Figure A6. Qualitative results for knockout experiments on LLaVA-1.5: We use our LLM-as-a-judge protocol, , to compare
the baseline VLM description of images (a) to descriptions generated under various attention knockouts. (b) Allowing generated
tokens to attend to image tokens only in mid-layers 20-40, KOl/∈[20,40]

img→gen , does not degrade the description significantly – F1 scores
are close to 1.0. (c) Blocking attention between generated and image tokens for all layers, KOimg→gen, results in loss of fine details,
e.g., the bagel, smartphone or the toothpaste, and hallucinations, e.g., a black cap for the officer. Consequently, F1 scores are
significantly lower – around 0.45. (d) When blocking attention between query text and image tokens for all layers, KOimg→txt, the
VLM is no longer able to describe the image – F1=0. We note that LLM evaluation can be noisy, leading to slight inconsistencies
in the identified objects across different comparisons. For instance, in the rightmost examples, (b) and (c) show variations in the
number of identified objects in the baseline (6 and 7).

Ttxt, Tgen. It depicts a non-uniform flow of information
across layers, as shown for InternVL2 in Fig. 1 in the
main paper.

We repeat our knockout experiments from Sec. 4 on
LLaVA, and provide the results in A4 for both LLaVA-
1.5 and InternVL2. We observe that all trends and ob-
servations from InternVL2 occur also in LLaVA-1.5: (a)
the query tokens has an essential role as global image
descriptors, (b) there is a special role to the mid-layers.

Specifically, the mid-layers 4-20, which are only about
50% of the layers, are responsible for most part of the
information flow between the image and text modalities.
We note both models exhibit such redundency (25% of
the layers are sufficient in InternVL2, 50% for LLaVA-
1.5), and we hypothesize the difference comes mainly
from the fact that LLaVA-1.5 is much smaller in param-
eter size.



Top-K Image Tokens Importance Finally, in corre-
sponds to Fig. 9 in the main paper, we turn to validate if
the visual tokens also exhibit a redundancy, when eval-
uating the model’s performance while allowing only the
top-k highest attended tokens to influence the generated
tokens. Results are provided in Fig. A8, and indicates
that for LLaVA-1.5 a redundancy exists as well. How-
ever, it saturates slower, and we hypothesize it is due
to the fact that LLaVA-1.5 has much less visual tokens
(256 vs 1600 on average for InternVL2), a difference
which stems from the multi-resolution encoding strat-
egy of InternVL2. Therefore, in LLaVA-1.5, using 5%
of the tokens is only 13 tokens, relative to 80 tokens in
InternVL2.

Qualitative results for the different knockout settings,
on the same images used in the main paper at Fig. 5, is
provided in Fig. A6.

Fine-Grained Details Localized in Mid Layers
Fig. A9 shows examples of the annotated details lo-
calized both in the image (segmentation mask) and in
the generated text. The aggregated attention maps of the
mid-layers (layers 16-24 for LLaVA-1.5), corresponding
to the generated text tokens, show good localization of
the details in the image.

Additionally, we report localization accuracy for the
annotated details in Fig. A7. The trend is similar for
both models – localization is done only in several middle
layers.

E. InternVL2 Additional Results
This section provides additional results for InternVL2-
76B [2].

Fine-Grained Details Localized in Mid Layers
Fig. 6 in the main paper and Fig. A10 show additional
localization results for InternVL2. The figures include
the full generated text and highlight the specific text to-
kens automatically associated with each detail.

Image Re-prompting We extend our evaluation for
compressed context of InternVL2 on MME [4] to all
10 perception sub-tasks illustrated in A11, and provide
results in Tab. A2. We observe that while using only
6% of all tokens in the sequence, the compressed con-
text achieves almost the same performance as the Naive
baseline (i.e., prompting the model for each question-
image pair independently), and surpassing the Describe-
to-LLM baseline.

F. Images used for evaluation
All evaluations in the paper were conducted using a sub-
set of 81 images from the COCO [6] dataset. Fig. A12
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Figure A7. Object localization accuracy. We check if the
attention of generated tokens associated with a specific object
peak within one token distance from the pseudo ground truth
object mask. We report the average accuracy across every four
consecutive layers. (a) Results for LLaVA-1.5. (b) Results for
InternVL2 (presented in Fig. 7 of the main paper and brought
here for reference). The trend is similar for both models –
localization is done only in several middle layers.
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Figure A8. LLaVA’s Image tokens redundancy: Similar to
Fig. 9, we evaluate the model performance, while letting the
generated tokens access to only the top-k image tokens with
the highest attention values. It does show a similar trend,
where a small percentage of the tokens are enough to provide
a high F1 score above 0.8. Moreover, we note that as LLaVA
accepts only single-resolution patch, it has far less tokens, and
5% in this case maps to only 13 tokens.

shows the photos selected and their IDs. The images
depict complex scenarios of various indoor and outdoor
scenes with many fine details. To evaluate Image Re-
prompting (Sec. 5), we used the MME dataset [4].



(a) Input image (c) Details masks(b) Attention maps averaged across mid layers [20-40]

The image features a wooden table with a variety of items on it. There is a book placed on the table, along with a green umbrella, a cat figurine, 
and a bowl. The cat figurine is positioned near the book, while the bowl is located closer to the edge of the table. The green umbrella is placed 
in the middle of the table, creating a visually interesting arrangement of objects.

The image features an older woman standing in a kitchen, preparing food on a dining table. She is focused on making bread and rolls, with a 
variety of dough and ingredients spread out on the table. The kitchen is well - equipped with a refrigerator, an oven, and a sink. There are several 
chairs placed around the dining table, and a couch can be seen in the background. Additionally, there are multiple cups and a bowl on the table, 
possibly containing ingredients or be ver ages .

The image captures a large airplane flying low over a field, with a car and a group of people visible below. The airplane is positioned towards 
the left side of the scene, while the car is located on the right side, closer to the bottom. The people are scattered around the field, with some 
standing closer to the car and others further away. The scene appears to be a mix of an airplane taking off or landing and people observing the 
event from the ground.

The image features a woman sitting on a motor scooter, which is loaded with a basket full of fresh vegetables. She appears to be preparing to 
ride the scooter with her produce. There are several other people in the scene, some of whom are standing or walking around, while others are 
sitting on a bench. In addition to the motor scooter, there are two cars visible in the background, one on the left side and another on the right 
side of the image. A back pack can also be seen placed on the ground near the center of the scene.

The image features a room with a large window, show casing a beautiful beach scene. A banana is placed in a yellow chair, positioned in front 
of the window, as if it is enjoying the view. The chair is placed next to a small table, and there are two other chairs in the room, one on the left 
side and another on the right side. In addition to the chairs, there are two umbrellas in the room, one located near the center and the other 
towards the right side. A remote control can be seen on the table, and a book is placed on the left side of the room. The overall scene creates a 
cozy and relaxing atmosphere, as if the banana is taking a break from its daily routine to enjoy the beach view.

The image depicts a woman walking down a street in a residential area. She is carrying a hand bag and appears to be crossing the street at a 
stop sign. The stop sign is located near the center of the scene, and the woman is walking towards it. There are several cars parked along the 
street, with one car on the left side of the scene, another car further down the street, and a third car on the right side. Additionally, there is a fire 
hydrant situated near the center of the scene, and a tree can be seen in the background, adding to the residential atmosphere.

Figure A9. Attending to objects: Results for LLaVA-1.5. (a) Input image. (b) Average attention maps of the generated tokens
associated with each object (marked in color in the generated text). (c) Pseudo ground truth object masks, generated using SAM [5,
9]. The peak of attention, marked by a white cross, aligns with the location of the object in the image, not as well as for InternVL2.



(a) Input image (c) Details masks(b) Attention maps averaged across mid layers [20-40]

The image depicts a cyclist riding a road bike on a paved road. The cyclist is wearing a red helmet, black and white cycling jersey, black shorts, and white 
cycling shoes. They are also carrying a black backpack. The road is marked with a double yellow line down the center and a white line along the edges. 
On the left side of the road, there are two horses walking in the same direction as the cyclist. The surrounding area is green with trees and bushes on both 
sides of the road. The sky is clear and blue, indicating good weather conditions.

The image shows a display table with various items arranged on it. The items include:
1. A green umbrella with a wooden handle,
2. A small figurine of a cat with a floral pattern
3. A decorative bowl with a design on it
4. A small snow globe with a colorful scene inside
5. A small blue bird figurine
6. A small white figurine of a person holding a white animal (possibly a sheep or a lamb)
7. An open book with an illustration of a cat on the left page and text on the right page
8. A red and white informational card placed in front of the book,
9. A small green plant in a pot,
10. A small decorative item that appears to be a blue bird or animal figurine.
The table seems to be part of an exhibit or display,

The image shows a well-lit, kitchen with modern appliances and wooden flooring. The kitchen features a large island in the center with a wooden 
countertop, and three high stools with black frames and light gray cushions. On the island, there is a vase with colorful flowers, and a bowl of fruit.
The kitchen has light wooden cabinets both above and below the countertops. The upper cabinets are open, and display various dishes and kitchen items. 
There is a stainless steel refrigerator on the left side of the image, with some papers and magnets attached to it.
The back wall has a window with blue shutters, and a door with a window, that appears to lead outside. There are various kitchen appliances and utensils 
on the countertops, including a coffee maker, and a toaster. The overall atmosphere of the kitchen is clean, and organized.

The image shows a small dog, on a leash, being walked by a person wearing black high-heeled shoes. The dog is wearing a yellow bandana and a white 
shirt with a colorful design on the back. The dog appears to be sniffing or licking the ground. The setting seems to be a sidewalk or paved area.

The image depicts a large Lufthansa airplane in mid-flight, during what appears to be a landing approach. The aircraft is flying low over a field with tall, 
grass, and a few scattered trees. Below the airplane, is a dirt road with a white SUV driving on it. On the right side of the image, are several people 
standing and watching the airplane. The sky is overcast with thick, gray clouds, covering the entire sky, background.

Figure A10. Attending to objects: Completing results for InternVL2 shown in Fig. 6 of the main paper. (a) Input image. (b) Aver-
age attention maps of the generated tokens associated with each object (marked in color in the generated text). (c) Pseudo ground
truth object masks, generated using SAM [5, 9]. The peak of attention, marked by a white cross, aligns well with the location of
the object in the image.



Figure A11. MME perception tasks: Illustration of the different tasks of the MME benchmark, taken from [4] (cf Fig. 1).
MME contains ten perception tasks. Each image is associated with two questions whose answers are marked yes [Y] or no [N],
respectively. The instruction consists of a question followed by “Please answer yes or no”. Results over all subsets are provided in
Tab. A2

Existence Count Position Color OCR Poster

ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+

Naive (InternVL2) 98.33 96.77 81.67 63.33 80.00 60.00 86.67 76.67 67.50 35.00 90.13 84.35
Describe-to-LLM 90.00 80.00 75.00 73.33 66.67 46.67 86.67 80.00 77.50 55.00 86.05 80.27
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Query + K=5% 91.66 83.33 85.00 70.00 68.33 40.00 80.00 60.00 77.50 55.00 87.55 78.23
Query + K=2% 85.00 76.67 78.33 60.00 68.33 40.00 70.00 40.00 72.50 45.00 82.39 65.49
Query 56.67 13.33 46.67 13.33 53.33 16.67 46.67 3.33 55.00 15.00 71.08 48.29
K=2% 65.00 30.00 56.67 30.00 56.67 30.00 50.00 10.00 52.50 10.00 64.28 33.33

Celebrity Artwork Scene Landmark Average Reprompt

ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ #Tokens

Naive (InternVL2-76B) 83.23 66.47 86.93 75.37 83.50 67.50 90.35 80.70 84.83 70.60 1695
Describe-to-LLM 35.88 4.11 68.75 44.50 78.50 59.00 67.10 38.59 73.21 56.14 172
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om
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xt

Query + K=5% 79.41 58.83 84.67 71.85 83.00 67.50 78.94 60.52 81.46 64.52 201
Query + K=2% 77.94 56.47 83.50 69.50 80.25 61.50 71.92 49.12 77.16 55.94 151
Query 70.00 41.76 72.50 49.50 73.50 50.00 64.91 33.33 61.03 28.45 60
K=2% 52.05 10.00 78.00 61.00 80.50 62.00 68.42 42.10 62.40 31.84 91

Table A2. Evaluation on MME (InternVL2-76B): The results cover 10 Perception tasks of the MME benchmark [4]. Metrics
include accuracy (ACC), ACC+ (percentage of images where all questions are correct), and the number of tokens used for reprompt-
ing. The sum of ACC and ACC+ is the total score reported in the main paper. The first table reports results over the first six subsets
(Existence, Count, Position, Color, OCR, Poster), while the second table covers the remaining four subsets (Celebrity, Artwork,
Scene, Landmark), along with average across all subsets, and number of tokens used for re-prompting an image (i.e., asking more
questions after ”describe the image”). Results indicate that the K=5% compressed context achieves suffer only a slight decrease in
performance with respect to Naive, while having at least 12x less tokens.



480122 256941 414510 245764 307074 261888 246963 123585

211825 122166 555050 232563 114770 37777 441586 293390

45596 520301 291634 292456 123480 17899 550714 266400

78823 69213 146667 228214 134096 480944 251140 554002

23272 343496 66231 125850 241319 323709 492878 529568

191845 508602 274687 440475 543047 501523 52412 96001

267537 426166 298396 284623 58705 134886 579321 101762

226417 357737 240940 472375 530836 569917 575970 560474

157807 109055 185802 70774 222094 289343 245513 61471

494869 493286 259830 309391 5477 425226

93437 527220 96549

Figure A12. Images selected for VLM inspection. We used the following images from COCO [6] depicting complex and varied
scenes. Beneath each image appears its COCO ID.
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