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Supplementary Material

1. Overview
This supplementary material provides detailed technical in-
formation, experimental analyses, and visualizations that
support the main paper. Section 2 explains the Forgery
Mixup (Fo-Mixup) augmentation, outlining Fourier trans-
formation steps and the integration of dominant frequency
components designed to improve generalization in forgery
detection. Section 3 introduces attention consistency reg-
ularization, describing how instance normalization applied
to highlighted class activation maps makes our model’s at-
tention consistent. Section 4 provides additional experi-
mental evaluations to demonstrate the robustness, adapt-
ability, and generalization of our proposed method. Section
5 presents an ablation study assessing the influence of dif-
ferent components, such as the number of binary masks and
the perturbation parameter, on model performance. Section
6 provides visualizations, including spectral analyses and
frequency heatmaps, illustrating the dominant frequency
components identified by Fo-Mixup across various forgery
types. Finally, Section 7 derives the Kullback-Leibler (KL)
divergence between von Mises-Fisher (vMF) distributions
for our hyperspherical consistency regularization.

2. Forgery Mixup Augmentation
In the Fo-Mixup augmentation, we linearly interpolate the
dominant frequency components in the amplitude spectrum
of two different forgery images with each other. Given an
input forgery image x with M×N resolution, we first apply
the Fourier transformation F(x) to different RGB channels
to compute its amplitude A(x) and phase P(x) components
[13]. The Fourier transformation for an input image x is
computed as follows:

F(x)(u, v) =

M−1∑
m=0

N−1∑
n=0

x(m,n) e−2πi(mu
M +nv

N ), (1)

where u and v represent coordinates in frequency domain.
From the computed Fourier transformation F(x), the am-
plitude and phase components can be extracted. The ampli-

tude A(x) is calculated as follows:

A(x)(u, v) =
√
R2(x)(u, v) + I2(x)(u, v), (2)

P(x)(u, v) = arctan

(
I(x)(u, v)

R(x)(u, v)

)
, (3)

where R(x) and I(x) represent the real and imaginary com-
ponents of the Fourier transformation F(x), respectively.
To compute R(x) and I(x) components in RGB images,
we apply Eqs. 1, 2, and 3 to each channel separately. Then,
Fo-Mixup divides the amplitude spectrum into angular seg-
ments and identifies the indices of the key clusters to gener-
ate the top t binary masks. The k cluster indices are then
employed to construct k binary masks, which are subse-
quently used to filter the input image into k distinct filtered
images. The selected masks serve as templates that guide
the interpolation process between the amplitude spectra of
the input and random forgery images.

By blending these components, Fo-Mixup synthesizes
new forgery images with varied frequency bands, target-
ing the over-reliance of our detector on dominant frequency
components by providing exposure to a broader range of
frequency spectra.

3. Attention Consistency Regularization
In the attention consistency regularization, we normalize
the highlighted class activation map at the last stage of
our backbone network using instance normalization [18] to
achieve a standard distribution. Instance normalization is
constructed from a standardization operation and an affine
transformation operation. Let Mhigh ∈ RB×N×H×W rep-
resent the highlighted region, where B, N , H , and W de-
note the batch size, class number, height, and width of the
input highlighted class activation map. First, we compute
the instance-specific mean and standard deviation for the
input Mhigh as follows:

µn,b =
1

HW

H∑
h=1

W∑
w=1

Mhigh
n,b,h,w, (4)
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Model CDFv2 DFDC
MAT [21] 99.9 90.3
RECCE [3] 99.9 91.3
SFDG [19] 99.9 94.4
FreqDebias (Ours) 99.6 94.7

Table 1. In-domain evaluation. We utilize the CDFv2 [11] and
DFDC [1] datasets for training and testing. The results are based
on the video-level AUC metric.

σn,b =

√√√√ 1

HW

H∑
h=1

W∑
w=1

(
Mhigh

n,b,h,w − µn,b

)2

+ ε, (5)

where Mhigh
n,b,h,w denotes the element of Mhigh at height h

and width w for the b-th sample and n-th class. Also, ε
is a small bias. Using the mean and standard deviation for
each channel in Mhigh, we employ instance normalization
as follows:

M cn = γn,b

(
Mhigh − µn,b

σn,b

)
+ βn,b, (6)

where γn,b and βn,b are learnable affine parameters. Also,
M cn denotes the final class activation maps, which are
class-wise normalized (denoted by cn) for the attention con-
sistency regularization.

4. Additional Experimental Evaluations
This section provides additional experimental evaluations to
further demonstrate the robustness, adaptability, and gener-
alizability of the proposed FreqDebias framework.

In-Domain Evaluations using Video-level AUC. We
conduct comprehensive evaluations on the CDFv2 [11]
and DFDC [1] datasets using video-level AUC. Results
shown in Table 1 indicate that the FreqDebias framework
achieves superior in-domain performance compared to dif-
ferent state-of-the-art studies, demonstrating its effective-
ness across datasets with diverse forgeries.

Cross-Domain Evaluation using Video-level AUC. We
further extend cross-domain evaluations by assessing our
method on CDFv2 and DFDC datasets using the FF++ (HQ)
training dataset and video-level AUC metric. Table 2 high-
lights the clear advantage of our method in generalizing to
unseen forgeries compared to state-of-the-art video-based
deepfake detection methods. This improvement stems from
the Fo-Mixup augmentation, which effectively diversifies
the frequency spectrum of training samples, and the dual
consistency regularization, which mitigates spectral bias
by preventing over-reliance on dominant frequency compo-
nents.

Cross-Domain Evaluation with Low-Quality Training.
To assess the generalization of the proposed FreqDebias

Model CDFv2 DFDC
SeeABLE [10] 87.3 75.9
Style Latent Flows [5] 89.0 -
NACO [20] 89.5 76.7
FreqDebias (Ours) 89.6 77.8

Table 2. Cross-domain evaluation. We utilize the FF++ (HQ)
dataset [14] for training and the CDFv2 [11] and DFDC [1]
datasets for testing. The results are based on the video-level AUC
metric.

Model FF++ CDFv2
MAT [21] 96.4 72.5
SPSL [12] 96.9 76.9
IID [8] 96.8 82.0
FreqDebias (Ours) 97.0 87.5

Table 3. Cross-domain evaluation with training on the low-quality
subset of FF++ and testing on the CDFv2 [11] test set. Results are
based on the video-level AUC.

Backbone DFDCP
Xception [6] 82.7
EfficientNet [15] 83.2
ResNet-34 [7] 82.4

Table 4. Cross-domain evaluation with different backbones. We
utilize the FF++ (HQ) dataset [14] for training and the DFDCP [1]
dataset for testing. The results are based on the frame-level AUC
metric.

framework to lower-quality data, we train our detector on
the low-quality subset of the FF++ dataset and evaluate it
on CDFv2 using video-level AUC. As shown in Table 3,
our framework significantly outperforms existing methods
despite the degraded training quality. This demonstrates the
effectiveness of our FreqDebias framework in enhancing
the robustness against quality degradation and its capacity
to generalize to more challenging conditions.

Evaluation with different Backbones. We conduct ad-
ditional experiments using alternative backbones widely
adopted in forgery detection literature, namely Xception [6]
and EfficientNet [15], and evaluated using frame-level AUC
on DFDCP. As detailed in Table 4, FreqDebias performs
consistently well across different backbones, demonstrat-
ing its effectiveness independent of backbone choice. The
results underscore the flexibility of our method and its po-
tential for integration into existing forgery detection frame-
works without backbone-specific tuning.

Fo-Mixup Effectiveness. To validate the effectiveness
of Fo-Mixup, we integrate it with the state-of-the-art IID



Method DFDCP
IID [8] 76.2
Fo-Mixup + IID [8] 78.6

Table 5. Cross-Domain effectiveness of Fo-Mixup augmentation.
We utilize the FF++ (HQ) dataset [14] for training and the DFDCP
[1] dataset for testing. The results are based on the frame-level
AUC metric.

method [8] and evaluate its impact on cross-domain forgery
detection. As reported in Table 5, the integration of Fo-
Mixup leads to a notable improvement in cross-domain per-
formance compared to IID alone, highlighting its effective-
ness in enhancing feature diversity and reducing spectral
bias. This demonstrates that Fo-Mixup is a complemen-
tary augmentation strategy that can improve the generaliza-
tion capability of existing deepfake detection frameworks
beyond our proposed method.

5. Ablation Study
In this section, we conduct ablation studies following a
cross-domain evaluation setting, as in [4, 12]. For these ex-
periments, we use the FF++ (HQ) [14] dataset as the train-
ing set and the CDFv2 [11] dataset as the test set, aiming to
analyze the effectiveness of various components and con-
figurations within the Fo-Mixup augmentation and our Fre-
qDebias framework.

Effectiveness of the Number of Binary Masks. In this ex-
periment, we investigate the impact of the number of binary
masks (denoted by k) and the selection of the top t masks
generated by our Fo-Mixup augmentation on the general-
ization performance of face forgery detection. Initially, we
set the number of masked areas to 8 and conduct ablation
experiments with t values of 1, 2, 3, and 4. As reported
in Table 6, setting t to 3 yields better generalization perfor-
mance compared to others. In another experiment, we set
t = 3 and ablate the maximum number of masked areas. It
is observed that compared to 8 binary masks (k = 8), set-
ting k to 12 can achieve partially better results. However, it
is noteworthy that in our experiments, when k exceeds eight
(k > 8), the improvement in generalization performance
becomes marginal, and this improvement is accompanied
by a noticeable increase in computational complexity.

Effectiveness of Perturbation. We examine the impact of
the perturbation factor pA in the Fo-Mixup augmentation by
deactivating it in our framework. The results, summarized
in Table 6 under the FreqDebias-6 experiment, indicate a
decline in generalization performance when pA is removed.
This finding highlights the importance of the perturbation
factor in enhancing the generalization of our model to un-
seen forgeries, as it helps the FreqDebias framework resist
overfitting to specific frequency distributions.

Model Components Fo-Mixup AUCDA Latt Lsphere CS t k pA

FreqDebias-1 ✓ ✓ ✓ ✓ 1 8 ✓ 80.4
FreqDebias-2 ✓ ✓ ✓ ✓ 2 8 ✓ 82.5
FreqDebias-3 ✓ ✓ ✓ ✓ 3 8 ✓ 83.6
FreqDebias-4 ✓ ✓ ✓ ✓ 4 8 ✓ 82.2
FreqDebias-5 ✓ ✓ ✓ ✓ 3 12 ✓ 83.7
FreqDebias-6 ✓ ✓ ✓ ✓ 3 8 80.8

Table 6. Ablation study investigating the impact of the number of
binary masks (k), the selection of the top t masks, and the per-
turbation parameter pA on generalization performance. All com-
ponents of our proposed framework are retained in these exper-
iments. CS refers to the confidence sampling strategy, and DA
denotes standard data augmentation. We utilize the FF++ (HQ)
dataset [14] for training and the CDFv2 dataset [11] for testing.
The results are based on the frame-level AUC metric.

Effectiveness of the Hyperparameters in Overall Loss
Function. We conduct an ablation study to thoroughly in-
vestigate the impact of hyperparameters η (for LCAM loss),
δ (for Latt loss), and ρ (for Lsphere loss) in the overall
loss function. The primary aim of our loss function is to
ensure our network makes consistent predictions for a di-
verse range of forgery samples. The ablation study, de-
tailed in Table 7, explores various combinations of η, δ,
and ρ to identify the optimal settings. We observe that tun-
ing these hyperparameters significantly impacts the ability
of our proposed FreqDebias framework to maintain con-
sistency across diverse forgery domains, ultimately lead-
ing to improved generalization performance. By finding the
right balance with η, δ, and ρ, our forgery detector demon-
strates robustness against forgery perturbations and out-of-
distribution forgery samples, thereby enhancing its effec-
tiveness in deepfake detection.

Effectiveness of Hyperspherical Consistency Regular-
ization. In this experiment, we investigate the efficacy of
hyperspherical consistency regularization compared to L2

consistency regularization within our FreqDebias frame-
work. Specifically, we substitute our hyperspherical con-
sistency regularization with L2 regularization between F s

cat

and F t
cat while maintaining the remaining components. As

indicated in Table 8, when comparing our FreqDebias-12
framework with the FreqDebias-11 model, we observe a
performance decline of approximately 1.7% upon the sub-
stitution of hyperspherical consistency regularization with
L2 regularization in our FreqDebias framework. This result
underscores the superiority of the vMF distributions in cap-
turing a global view of the embedding space for geometric
consistent learning using hyperspherical consistency regu-
larization compared to L2 consistency regularization.



Model η δ ρ µ AUC
FreqDebias-7 0.1 0.1 0.1 1 83.4
FreqDebias-8 0.5 0.1 0.1 1 83.6
FreqDebias-9 0.1 0.5 0.1 1 83.2
FreqDebias-10 0.1 0.1 0.5 1 82.1

Table 7. Ablation study on the hyperparameters used the overall
loss function. Here, η, δ, ρ, and µ denote the weight hyperparam-
eters for the LCAM , Latt, Lsphere, and Lcls sphere loss terms,
respectively. We utilize the FF++ (HQ) dataset [14] for training
and the CDFv2 dataset [11] for testing. The results are based on
the frame-level AUC metric.

Model DA Latt Lsphere L2 Fo-Mixup CS AUC
FreqDebias-11 ✓ ✓ ✓ ✓ ✓ 81.9
FreqDebias-12 ✓ ✓ ✓ ✓ ✓ 83.6

Table 8. Performance comparisons with L2 consistency regular-
ization. In FreqDebias-11, Lcls sphere is retained, as it is used in
conjunction with Lsphere. CS and DA denote the confidence sam-
pling strategy and standard data augmentation, respectively. We
utilize the FF++ (HQ) dataset [14] for training and the CDFv2
dataset [11] for testing. The results are based on the frame-level
AUC metric.

6. Spectral Analysis and Visualizations
Fig. 1 depicts the heatmaps of the average dominant fre-
quency components identified by the Fo-Mixup method
when using a standard face forgery detector on 30,000
forgery images from the FF++ [14] dataset. For this illus-
tration, we select 10,000 forgery images for each forgery
type, including DeepFake [2], Face2Face [16], and Neu-
ralTextures [17]. To ensure a fair comparison across dif-
ferent face forgery types, we choose forgery images with
similar identities from the FF++ [14] dataset. The rank-
ing of dominant frequency components in Fig. 1 provides
a structured analysis of the spectral importance for forgery
detection. Specifically, the first rank (t = 1) corresponds
to the top dominant frequency components, the second rank
(t = 2) represents the second-top dominant frequency com-
ponents, and the third rank (t = 3) identifies the third-top
dominant Frequency components. This ranking highlights
how the vanilla deepfake detector over-relies on dominant
frequency components, with different forgery types empha-
sizing distinct frequency bands.

In the first column of Fig. 1, the heatmaps reveal that,
in DeepFake forgery images, the dominant frequency com-
ponents with the first rank (t = 1) are concentrated in
very low-frequency bands, highlighting their crucial role in
DeepFake forgery detection. As we progress to the domi-
nant frequency components with the second rank (t = 2),
the low-frequency bands expand, and by the third rank
(t = 3), even some mid to high-frequency bands become
crucial. In relation to Face2Face forgery, unlike DeepFake

DeepFake Face2Face NeuralTextures

Figure 1. Heatmap of dominant frequency components generated
by the top t masks from the perspective of a standard face forgery
detector. For this illustration, we select a total of 30,000 forgery
images, with 10,000 images chosen for each of the three forgery
types in the FF++ dataset [14]: DeepFake [2], Face2Face [16], and
NeuralTextures [17].

or NeuralTextures forgery images, mid-frequency bands
are overly relied upon by the vanilla deepfake detector for
Face2Face forgery detection, as demonstrated in the second
rank (t = 2). In NeuralTextures forgery images, the first
rank (t = 1) exhibits a broad range of low-frequency bands
compared to DeepFake and Face2Face forgery images. In
addition, the dominant frequency components within the
first rank (t = 1) extend into higher frequency bands. This
characteristic is not observed in Face2Face and NeuralTex-
tures forgery images, where high-frequency bands are ab-
sent in the first rank (t = 1).

In Fig. 2, we present forgery samples of various types,
along with the selected masks for the top three ranks
and the corresponding filtered images using the Fo-Mixup
masks. For DeepFake forgery images, the dominant fre-
quency components at the first rank (t = 1) are concen-
trated in very low frequencies, evident in the corresponding
B1 masks. Consequently, when the amplitude spectrum of
the input forgery image is filtered with the B1 mask, high-
frequency information is retained in the input forgery image
(first row). In NeuralTextures forgery images, the domi-
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Figure 2. Illustration of the top three selected masks (t = 1, 2, 3) and the corresponding filtered images using the proposed Fo-Mixup
augmentation on the three forgery types in the FF++ dataset [14]: DeepFake [2], Face2Face [16], and NeuralTextures [17].

nant frequency components include high-frequency bands,
resulting in filtered images that appear visually similar to
the input forgery image from a human perspective. These
observations highlight the capability of Fo-Mixup to effec-
tively modulate dominant frequency components tailored to

each input forgery. This mitigates over-reliance on certain
frequency characteristics in training forgeries, referred to
as spectral bias, and enhances the ability of our detector to
generalize across a wide range of previously unseen forgery
types, thereby improving detection robustness.



7. Computing KL Divergence for Distribution
Matching Score

The Distribution Matching Score (DMS) relies on the KL
divergence between two vMF distributions, corresponding
to the synthesized (s) and training (t) domains. For two
probability distributions p(x) and q(x), the KL divergence
is defined as:

KL(p∥q) =
∫

p(x) log

(
p(x)

q(x)

)
dx. (7)

The KL divergence quantifies the difference between p(x)
and q(x), measuring how one distribution diverges from the
other. Consider two vMF distributions representing the syn-
thesized (s) and training (t) domains. Let F̃cat ∈ Sd−1 de-
note the d-dimensional unit vector representing the normal-
ized facial feature representation. The probability density
functions (PDFs) for the synthesized and training vMF dis-
tributions are given by:

p
(
F̃cat | κs, µ̃s

)
= Cd(κs) exp

(
κsF̃catµ̃

⊤
s

)
, (8)

q
(
F̃cat | κt, µ̃t

)
= Cd(κt) exp

(
κtF̃catµ̃

⊤
t

)
, (9)

where κs, κt ∈ R≥0 are the concentration parameters for
the synthesized and training distributions, and µ̃s, µ̃t ∈
Sd−1 are the orientation vectors. The normalization con-
stant Cd(κ) ensures that the PDFs integrate to 1 over the
unit hypersphere and is expressed as below:

Cd (κ) =
κ

d
2−1

(2π)
d
2 · I d

2−1 (κ)
, (10)

where Iβ(κ) is the modified Bessel function [9] of the first
kind at order β.

To compute the KL divergence, we substitute Eqs. 8 and
9 into Eq. 7 as below:

KL(p∥q)

=

∫
p
(
F̃cat | κs, µ̃s

)
log

Cd(κs) exp
(
κsF̃catµ̃

⊤
s

)
Cd(κt) exp

(
κtF̃catµ̃⊤

t

)
 dF̃cat.

(11)

Breaking down the integral in Eq. 11, we separate the terms
as follows:

KL(p∥q)

= log

(
Cd(κs)

Cd(κt)

)∫
p
(
F̃cat | κs, µ̃s

)
dF̃cat︸ ︷︷ ︸

=1

+
(
κsµ̃

⊤
s − κtµ̃

⊤
t

)∫
p
(
F̃cat | κs, µ̃s

)
F̃catdF̃cat︸ ︷︷ ︸

=
Id/2(κs)

Id/2−1(κs)
µ̃s

, (12)

where the expectation Ep[F̃cat] =
Id/2(κs)

Id/2−1(κs)
µ̃s represents

the mean vector of the distribution p. Substituting the ex-
pectation into Eq. 12, we obtain the final expression of the
KL divergence as follows:

KL(p∥q)

= log

(
Cd(κs)

Cd(κt)

)
+

(
κsµ̃

⊤
s − κtµ̃

⊤
t

)(
Id/2(κs)

Id/2−1(κs)
µ̃s

)
= log

(
Cd(κs)

Cd(κt)

)
+ κs

Id/2(κs)

Id/2−1(κs)
− κt

Id/2(κs)

Id/2−1(κs)
µ̃sµ̃

⊤
t .

(13)

This final expression shows the KL divergence between
two vMF distributions in terms of their concentration pa-
rameters κ and the alignment of their mean directions µ̃.
To summarize, the KL divergence between the synthesized
and training vMF distributions is influenced by: 1) The ratio
of their normalization constants Cd(κs) and Cd(κt). 2) The
concentration parameters κs and κt, modulated by the mod-
ified Bessel functions. 3) The cosine of the angle between
the mean directions µ̃s and µ̃t, as represented by their dot
product. A higher cosine similarity between the mean direc-
tions (µ̃sµ̃

⊤
t ) reduces the divergence, indicating better over-

lap between the synthesized and training distributions. This
also ensures that the DMS effectively measures the similar-
ity between the two domains. In conclusion, these factors
collectively determine the divergence between the two dis-
tributions, providing a quantitative measure of their overlap.
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