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In this supplementary material, we begin by presenting additional results, including experiments with a more recent advanced
video generative model, CogVideoX [4], an alternative 3D reconstruction method [5], real and stylized video editing, and
longer video editing (Section S.1). Next, we provide qualitative results demonstrating VideoHandles’ superior temporal con-
sistency using concatenated vertical slices across frames (Section S.2). We then compare inference time and computational
cost (Section S.3), followed by implementation details (Section S.4) and a detailed setup of the user study (Section S.5), as
presented in Section 5 of the main paper.

S.1. More Results
Other video generative models. As discussed in Section 6 of the main paper, while our method is constrained by the
capabilities of video generative models, it is independent of the choice of video generative models. Results with a more
recent advanced video generative model, CogVideoX [4], produce much sharper and more detailed outputs, as shown in
Figure S1 (a). Notably, the results with CogVideoX [4] also demonstrate the adaptability of our method to various video
generative models.

Real and stylized videos. We present additional editing results for real and stylized videos in Figure S1 (b) and (c).

Other 3D reconstructions. Figure S1 (b) shows results using MONST3R [5] instead of DUST3R [3] for 3D reconstruction,
demonstrating the robustness of our method with other 3D reconstruction methods.

Longer videos. While we used 51-frame (2-second) videos due to GPU memory limits (80GB on the A100 we used), our
method can be applied to longer videos if video models can generate them within limited memory, as 3D reconstruction is
relatively lightweight. We present additional 102-frame results in Figure S1 (c), obtained by splitting inference across two
GPUs.

S.2. Temporal Consistency Across Frames
Figure S2 also shows concatenated vertical slices across frames taken at the same position, highlighted by the blue line in
the bottom-left image. These images clearly demonstrate that our output maintains temporal consistency compared to other
per-frame-based editing methods.

S.3. Inference Time and Computational Cost
As no other method attempts to edit object compositions in videos, we compare ours with the most technically related
image editing method, DiffusionHandles [2]. While DiffusionHandles requires editing each frame individually, our method
processes all frames in a single feed-forward pass, reducing the editing time to 6 minutes compared to DiffusionHandles’
96 minutes for a 51-frame video on A6000 GPUs. Please note that additional time may be accounted for due to inter-GPU
communication overhead, as we split inference across two GPUs to accommodate VRAM constraints.

*Work done during an internship at Adobe Research.
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(b) Real Video Edits with Different 3D Recon.
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Figure S1. (a) Using CogVideoX [4] instead of OpenSora [6] as the video generative model; (b) additional real video result with
different 3D reconstructions (DUST3R [3] and MONST3R [5]); (c) longer and stylized videos. Solid axes represent the original 3D
position, dotted axes the user-provided target position. Zoom in for the best view.

S.4. Implementation Details
To define the object binary mask in the first frame, B(1), we leverage SAM [1]. For the object transformation energy function,
Go, we use features from all 24 spatial self-attention layers in OpenSora [6], while for the background preservation energy
function, Gb, we only use features from the first 14 self-attention layers. For both the input video generation and the guided
generative process for editing, we use 30 steps with a classifier-free-guidance scale of 7. For the gradient step sizes of
the energy functions discussed in Section 4.4, we set ρo and ρb to 650 and 100, respectively, for all editing examples in
the comparisons. To better preserve the background details of the input video and smoothly adjust it to the new object
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Figure S2. Concatenation of vertical slices across frames. We show the same spatial slice across time. Our results have higher temporal
consistency due to using a video prior.

composition, we initially compute the background preservation energy function without the averaging operator, measuring
feature discrepancy element-wise. We then transition to the average loss to allow the background to adapt smoothly to the
new object composition. This switch occurs at the ninth step out of 30 steps in the generative process.

(a) Plausibility (b) Identity Preservation (c) Edit Coherence

Figure S3. Screenshots of user study questions. We asked three types of questions in the user study to assess plausibility (a), identity
preservation (b), and edit coherence(c). In each question, the videos were shown, and users selected their preferred option.

S.5. Details of User Study Setup
Figure S3 presents screenshots of our user study questions, which evaluate plausibility, identity preservation, and edit coher-
ence of the edited videos.

For plausibility, participants were shown two videos—one generated by our method and either a competing method or the
input video (to represent an upper bound of plausibility)—and asked: "Which of the two videos looks more like

a video of a real scene?"

For identity preservation, we showed an input video along with two edited videos, and asked: "Which of the two

bottom scenes better preserves the identity or appearance of the scene objects?"

For edit coherence, we visualized the 3D axes before and after transformation in the input video to help users understand
how the selected object should be transformed, then asked: "In which of the two edits does the transformed

object come closer to the target 3D pose?"



We conducted the user study separately for comparisons with other baselines and ablation cases. The number of partici-
pants was 21 and 7, respectively. In Figure 5 of the main paper, we present 95% confidence intervals to reflect the certainty
of the results. Each participant answered 20 randomly selected questions on plausibility, 15 on identity preservation, and 15
on edit coherence.
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