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1. More Quanlitative Results
Results at higher noise ratios. We conduct experiments
with over 50% noise rates shown in Tab. 1. Our method
achieves R@1 of 38.7 under 75% noise, which is higher
than RVTR [4] under 50% noise, further demonstrating the
robustness of our method.
Results under different batch sizes. Different batch sizes
can affect the agent construction. We experiment on batch
size as shown in Tab. 2 and find that a small batch size af-
fects agent selection, while an adequate size ensures its re-
liability.
Potential of more noisy data. We conduct experiments
from two aspects to demonstrate the potential of our method
in leveraging more noisy data, as shown in Tab. 3. Clean
only refers to training with only 50% of the clean data in
the training set. The 2-nd row indicates that the remaining
50% of noisy data is added to the 50% clean data for train-
ing. The 3-rd row denotes further training with an additional
200K noisy data pairs from the WebVid dataset [1]. The fol-
lowing two points can be observed: First, compared to using
only clean data, our method shows a more significant im-
provement when 50% noisy pairs are added. Second, after
incorporating 200K noisy WebVid data pairs scraped from
the web, the result gain of our method becomes even more
pronounced. The above results fully demonstrate the poten-
tial of our method to utilize noisy data.

Table 1. Comparison with higher noise ratio on MSR-VTT 1k-A.

Text-to-Video Video-to-Text

Noise R@1 R@5 R@10 R@1 R@5 R@10

RVTR [4] (50%) 36.2 61.6 73.7 36.0 61.7 73.0
Ours (50%) 44.6 71.1 81.2 44.3 71.9 82.4

Ours (75%) 38.7 65.9 76.4 37.6 65.0 75.9

*Corresponding author

Table 2. Comparison of text-to-video R@1 results with different
batch sizes on MSR-VTT 1k-A.

Batch Size R@1 Batch Size R@1

16 40.7 128 44.6
32 41.5 256 45.0
64 44.2 512 44.9

Table 3. Comparison of results under different noisy data on MSR-
VTT 1k-A, with each row having the same clean data.

Text-to-Video Video-to-Text

Noise R@1 R@5 R@10 R@1 R@5 R@10

Clean Only 40.8 69.2 79.8 41.8 70.1 80.1
Ours (50%) 44.6 71.1 81.2 44.3 71.9 82.4
Ours (50%) + Webvid 46.9 72.9 82.7 46.7 73.2 83.0

2. More Qualitative Results

We present several retrieval results for text-to-video and
video-to-text from the MSR-VTT testing set [3] in Fig. 1
and Fig. 2, respectively, where the model is trained with
50% noise. For each instance, we present the retrieval
results of CLIP4Clip [2] and our proposed method, with
ground-truth highlighted in green and incorrect results in
red. It can be observed that our method effectively miti-
gates the impact of noise correspondence, enabling the re-
trieval of accurate results, whereas CLIP4Clip [2] is sig-
nificantly affected by noise correspondence, leading to the
retrieval of semantically unrelated results. For example, for
text-to-video results in the Fig. 1, the videos retrieved by
CLIP4Clip in the top-right and bottom-left are completely
unrelated to the query semantics, whereas our method ac-
curately retrieves the correct results. In the bottom right
example, the retrieval results of both methods are rela-
tively similar, however, the result retrieved by CLIP4Clip
corresponds to ‘black dress’, whereas our method accu-
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two men and a women are sitting on the chair a person comes up in the hill on a orange motor bike and falls down

boy band performs for a crowd girl in pink dress fashion model walking in ramp
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Figure 1. Text-to-video retrieval results for CLIP4Clip and our method under 50% noise in MSR-VTT. For each query text, we present the
top-1 retrieval video of each method, highlighting the ground truth in green and incorrect results in red.

a woman serves a bowl of soup woth stuff in it

there is a man repairing a product on the table

a bunch of cartoon faces are chomping their teeth and 

making eating gestures

a woman is making lasagna

a young girl petting a dog that is laying on a couch

a girl wearing red top and black trouser 

is putting a sweater on a dog

a man is singing and dancing in an elevator while people watch

a cheif is preparing a treat
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Figure 2. Video-to-text retrieval results for CLIP4Clip and our method under 50% noise in MSR-VTT. For each query video, we present
the top-1 retrieval text of each method, highlighting the ground truth in green and incorrect results in red.

rately identifies ‘pink dress’. For video-to-text results in
the Fig. 2, for the top-left, top-right, and bottom-right ex-
amples, the retrieval results of CLIP4Clip are all unrelated
to the semantics of query video. In contrast, our method
achieves accurate cross-modal semantic alignment under
the influence of noise correspondence. For the bottom
left example, both methods identify ‘a girl’ and ‘a dog’,
while CLIP4Clip incorrectly identifies ‘wearing a red top
and black trouser’. Overall, our method demonstrates high
robustness under noise correspondence, achieving reliable
and accurate alignment, which can be attributed to the pro-
posed relation-aware purified consistency based on ranking
distribution.
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