Cropper: Vision-Language Model for
Image Cropping through In-Context Learning

Supplementary Material

This supplementary material provides:

e Sec. A: We present the implementation details, additional
comparison results, additional qualitative results.

e Sec. B: We present the implementation details, addi-
tional ablation study, and additional qualitative results for
subject-aware cropping task.

e Sec. C: We present the implementation details, additional
ablation study, and additional qualitative results for as-
pect ratio-aware cropping task.

e Sec. D: We present details about user study.

A. Free-form Cropping

A.1. Implementation details

We show the prompt for zero-shot cropping using Gemini
1.5 Pro [8] in Tab. 1.

Prompt & Output Instruction

Initial Prompt Localize the aesthetic part of the
image. (z1,y1,22,y2) represents
the region. x; and x4 are the left
and right most positions, normal-
ized into 1 to 1000, where 1 is
the left and 1000 is the right. y;
and y- are the top and bottom po-
sitions, normalized into 1 to 1000
where 1 is the top and 1000 is the
bottom.

Please propose a new region
({5171{1-@2,1{2)

Output (T1,91,%2,92)

Table 1. Prompt for zero-shot cropping with Gemini 1.5 Pro [8].

Tab. 2 shows further comparison on the FCDB [1]
dataset for free-form cropping.

A.2. Additional qualitative results

Iterative update. We showcase some intermediate results
of the iterative refinement in Fig. 1. Our method progres-
sively refines the predicted crops, achieving increasing ac-
curacy and better overlap with the ground-truth cropping
box in each iteration.

Qualitative comparison. We present additional results in
Fig. 2. Our method generates better visual pleasing crops.

Model Training-Free  Training Set IoU1  Disp |
A2RL [3] X AVA 0.663  0.089
A3RL [4] X AVA 0.696  0.077
VPN [12] X CPC 0.711 0.073
VEN [12] X CPC 0.735  0.072
ASM [9] X CPC 0.749  0.068
GAIC [13] X GAICD 0.672  0.084
CGS [5] X GAICD 0.685  0.079
TransView [6] X GAICD 0.682 0.080
Chaoetal. [11] X GAICD 0.695  0.075
Cropper (Ours) v GAICD 0.667  0.087

Table 2. Quantitative comparison among different methods for
free-form image cropping on the FCDB [1] dataset. Cropper
shows competitive performance as a training-free approach.

B. Subject-aware Cropping
B.1. Prompts

We show the details of the prompts for the subject-aware
cropping in Tab. 3. The goal is to get accurate coordinates
of the crop (:%1, i, 2o, f/g) In the initial prompt, we use
30 in-context (ICL) examples for image cropping for 10
iterations. 10 examples are ranked by the scorer and we
use top-5 crops for our task, the format of image ¢’s j-th
crop is defined as (277, y7”, 257, y3” ). Intermediate results
of initial prompt are coordinates of 5 crops. Subsequently,
the crop is iteratively refined by accumulating the context
into prompts, using refinement prompt. Note that scorer is
“VILA+Area”.

B.2. Ablation study of scores

We show the ablation study of scorer on the subject-aware
cropping in Tab. 4. With “VILA+Area”, our proposed
method achieves the best performance.

B.3. Additional qualitative results

We showcase more results in Fig. 3. Our method demon-
strates subject awareness, enabling the generation of high-
quality cropped images.

C. Aspect-ratio aware Cropping

C.1. Prompts

We show the details of the prompts for the aspect ratio-
aware cropping in Tab. 5. For this task, we use the
following hyperparameter: number of in-context learning
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Figure 1. Results from each iteration for free-form cropping using Cropper. The iteration process demonstrated progressive convergence,
resulting in improved crop quality. All input images are from Unsplash [10].

examplesS = 10, number of crops R = 6, number of itera-
tion L = 2, temperature = 0.05.

C.2. Ablation study of scores

We show the ablation study of scores on the aspect ratio-
aware cropping in Tab. 6. With CLIP score only, our pro-
posed method achieves the best performance.

D. User study

We include the instructions for users as follows:

e Your Task: Carefully analyze the source image and the
two output images and SELECT one output.

e Content: This refers to the key elements and objects in
the image, such as people, buildings, or other recogniz-
able features. The output should keep the important de-
tails of these objects as close to the original as possible.

e Aesthetics: The output has a sense of aesthetics. It fol-
lows common human natures with proper layout. Select
the output that not only preserves the content best and fits

the aesthetics.
e Your Goal: Select the image that, overall, looks the most
natural and visually appealing to the source image.



Input image GAIC [13] VPN [12] A2RL [3] Cropper (Ours)

Figure 2. Comparing with GAIC [13], VPN [12] and A2RL [3] for free-form cropping on images from Unsplash [10].

Mask
Input image

Cropper

Figure 3. Qualitative results of subject-aware cropping. The result shows that our method can generate crops on different subjects. The
input image is from Unsplash [10].



Prompt & Output

Instruction

Initial Prompt

Output

Find visually appealing crop. Each region is represented
by (1, y1, T2, y2) coordinates. x1, x2 are the left and
right most positions, normalized into O to 1, where 0 is
the left and 1 is the right. y1, y2 are the top and bottom
positions, normalized into 0 to 1 where O is the top and 1
is the bottom.

{image 1} ((c},c}), =1, v1, 3, v3),
. 2 2y 2 2 2 2
{lmagez}’((Cmvcy/)1m17y17m27y2)’
{image S}, ((c5,cyp), of, yi, 25, v5),
{Query image}, (¢q, cy)
(Z1,91, %2, J2)

Iterative Crop

Refinement Prompt

Output

Localize aesthetic part of image. The region is

represented by (r1,y1,22,y2). x1, x2 are the left and
right most positions, normalized into 0 to 1, where 0 is
the left and 1 is the right. y1, y2 are the top and bottom
positions, normalized into 0 to 1 where O is the top and 1
is the bottom. We provide several images here.

{Cropped image 1} Output: (27, 47 , &3, Us)

{Cropped image 2} Output: (&3, 9%, &2, 92)

{Cropped image R} Output: (&%, gF*, 258 o)
Propose different crop. The region should be represented
b)j (z§,y1212 ,Ayz)A Output:

(Z1,91,Z2,92)

Table 3. VLM prompt used for subject-aware cropping.

VILA [2] Area CLIP[7] IoUfT Displ
v X X 0.753  0.0413
X 4 X 0.755 0.0402
X X 4 0.749 0.0417
v 4 X 0.769  0.0372
v X v 0.751  0.0401
X 4 v 0.754 0.03%4
v 4 v 0.766  0.0379

Prompt & Output

Instruction

Initial Prompt

Output

Find visually appealing crop. Give the best crop in the
form of a crop box and make sure the crop has cer-
tain width:height. Box is a 4-tuple defining the left,
upper, right, and lower pixel coordinate in the form of
(1,y1,x2,y2). Here are some example images, its
size, and crop w:h triplets and their corresponding crops.
{image 1}, size (w1, h1), crop ratio (r1), output
(21, 91,23, 93).

{ image 2 }, size (w2, ha), cropratio (r2), output
(wf,yf,wz,yz),

{image S}, size (ws, hg), cropratio (rg), output
s s .S .S

(x7, 97, 25,935 )

{Now Give the best crop in the form of a crop box for

the following image. Give R possible best crops. }

{Query image}, size (w, h), crop ratio (r)

(21,91, %3, 95):(23, 97, 23, 93),

(21,91 ,%3,93)

Iterative Crop
Refinement Prompt

Output

Initial Prompt + Example Image: {Query image};
Crop ratio: 7; Example output:

{Cropped image 1} (&1, 97, &3, 93),
{Cropped image 2} (&%, 47, &2, U3)

{Cropped image R} (&1, 1%, &5, 41%)
Propose a different better crop with the given ratio. Out-
put:

(élxél7£2)é2)

Table 5. VLM prompt used for aspect ratio-aware cropping.

VILA[2] Area CLIP[7] IoU?t Disp|
v X X 0.718  0.0631
X 4 X 0.713  0.0630
X X 4 0.756  0.0529
4 4 X 0.716  0.0630
X 4 4 0.741  0.0562
v X v 0.742  0.0560
4 v 4 0.729  0.0588

Table 6. Ablation study for aspect ratio-aware cropping task.
Comparison of combinations of VILA [2], Area, and CLIP [7]
components shows that the CLIP-only configuration achieves the
best IoU and Disp values.

Table 4. Ablation study for scores on the subject-aware crop-
ping. Cropper achieves the best performance with VILA [2] +
Area score.
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