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A. Task-specific experimental details
In this section, we provide the experimental details of each
diffusion synchronization task.

A.1. Mask-based Text-to-Image generation
We use the pretrained Stable Diffusion v2 checkpoint [11]
for image generation, resulting in 512×512 resolution image.
Using 10 prompts, we generate 250 images per prompt with
a fixed background mask for each. KID [4] and FID [5]
we use 2,000 images per prompt using the same pretrained
model. We use 50 steps for DDIM [13] sampling.

A.2. Text-driven real image editing
Firstly, we explain the details of soft mask generation. Note
that we follow CSG [7] to generate the soft mask B̃ which
indicates the background region of the source image. Follow-
ing paragraph summarizes the procedure introduced in [7].

We extract the self-attention and cross-attention map of
the source image using the pretrained Stable Diffusion [11],
each denoted as Mself ∈ RH×W×H×W and Mcross ∈
RN×H×W , where N denotes the number of word tokens
defined in the pretrained Stable Diffusion model. Then we
generate the background mask B̃ as follows:

B̃ = 1−Mfg, (24)

where each element of Mfg ∈ RH×W is defined as

Mfg[h,w] = tr(Mself [h,w]M
⊤
cross[u]). (25)

Note that u denotes the index of the word token corresponds
to the object that we want to manipulate.

We use the pretrained Stable Diffusion v1-4 model for
experiments, generate images in 512× 512 resolution. Also,
we use four image editing tasks for evaluation: cat → dog,
dog → cat, horse → zebra, and zebra → horse. For each task,
we sample 250 real images from the LAION-5B dataset [12].
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To find the most relevant images for the source word (e.g.
‘cat’ in cat-to-dog task) within the dataset, we leverage CLIP
retrieval [3]. The source prompt is generated using the pre-
trained BLIP model [8], while the target prompt is made by
replacing the source word with the target word. For instance,
in the ‘horse → zebra’ task, we swap the word ‘horse’ in
the source prompt with ‘zebra’ to generate the target prompt.
We use DDIM [13] sampling with 50 steps.

A.3. Wide image generation

We use the pretrained Stable Diffusion v2 checkpoint [11] for
wide image generation. With four different text prompts, we
generate 250 images per prompt at a resolution of 2048×512.
To measure KID [4], FID [5], and CLIP-S score [10], we
randomly crop the generated wide images to a resolution
of 512 × 512. We generate 2,000 images per prompt to
construct the reference image set using the same pretrained
model. We use 50 steps for DDIM [13] sampling.

A.4. Ambiguous image generation

We use the pretrained DeepFloyd v1.0 checkpoint [1] for
experiments, synthesizing images at 256 × 256 resolution.
The DeepFloyd-IF model employs a two-stage sampling
process for image generation. Note that we apply the pro-
posed synchronization startegy only to the 1st stage, while
the 2nd stage’s sampling is performed without synchroniza-
tion. We use 5 prompt pairs, where each pair consists of two
prompts describing the semantics to be modeled in resulting
ambiguous image. For each prompt pair, we set f1 as iden-
tity mapping and choose f2 from one of 4 visual transforms:
±90◦ rotation, 180◦ rotation, vertical flip, and skew trans-
formation. We then generate 250 images per prompt pair. In
case of reference images for measuring KID [4] and FID [5],
we generate 2,000 images per prompt in each prompt pair
with the same pretrained model. Total 50 timesteps are used
for DDIM [13] sampling.
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“a painting of a beach with 
a big boat”

“a realistic photo of the mountain 
with a pink cloud”

“a high resolution photo of the  sky 
with a big balloon”

“an oil painting of falling stars 
and a rocket in space”

Figure 10. Additional qualitative results of mask-based T2I generation. SyncSDE shows strong performance on mask-based T2I
generation task. We use the pretrained Stable Diffusion [11] for image generation.

A.5. 3D mesh texturing
We use the pretrained depth-conditioned ControlNet v1-
1 [14] for mesh texturing. Using 6 meshes and a single
prompt for each mesh, we generate 100 textures per mesh.
Each generated texture is projected onto a fixed single view,
resulting in a 768× 768 resolution RGB image. To generate
reference images, we use the same pretrained model and sam-
ple 2,000 images per prompt using the equivalent mesh map
as depth condition. In addition, following SyncMVD [9]
and SyncTweedies [6], we use the self-attention modifica-
tion technique proposed in [9] along with Voronoi Diagram-
guided filling [2]. We use 30 steps for DDIM [13] sampling.
Like SyncTweedies, we do not use diffusion synchronization
during the last 20% of the sampling steps.

Table 6. Comparison of computational overhead between
SyncSDE and SyncTweedies [6].

Method Time (s/image) GPU memory (GB)

SyncTweedies [6] 7.721 2.44
SyncSDE (Ours) 5.664 2.78

B. Computational overhead

We analyze the computational overhead in terms of both time
and GPU memory required to generate a single image. The

measured computational overhead of the proposed method
and SyncTweedies [6] is reported in Table 6. We use a
single NVIDIA RTX 3090 GPU for measurement. Notably,
SyncSDE exhibits a comparable computational overhead to
SyncTweedies.

C. Additional qualitative results
We visualize additional qualitative results of SyncSDE in Fig-
ure 10, 11, 12, 13, and 14. As shown in the figures, SyncSDE
shows outstanding performance in multiple image genera-
tion tasks, including mask-based T2I generation, text-driven
real image editing, wide image generation, ambiguous image
generation, and 3D mesh texturing. The experimental results
demonstrate that the proposed method successfully models
the correlation between multiple diffusion trajectories, thus
smoothly blending the generated patches.

D. Limitations and social impacts
Since our method uses a pretrained text-to-image diffusion
model [1, 11, 14], the proposed method may result in sub-
optimal outcomes depending on the pretrained backbone
model. For instance, due to the limitations of the pretrained
diffusion model, it may struggle to synthesize images with
complex structures or multiple fine details. Furthermore, the
proposed method may generate harmful images due to the
shortcomings of the pretrained diffusion model.
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Figure 11. Additional qualitative results of text-driven real image editing. We edit the real images sampled from the LAION-5B
dataset [12] by leveraging SyncSDE combined with the pretrained Stable Diffusion [11]. We also visualize the foreground region defined by
the generated mask.
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Figure 12. Additional qualitative results of wide image generation. We visualize wide images generated by SyncSDE using the pretrained
Stable Diffusion [11] for image generation.



“a lithograph of a 
table & waterfall” 

“an oil painting of a horse & 
snowy mountain village”

“an oil painting of a horse & 
snowy mountain village”

“a lithograph of a 
table & waterfall” 

“a painting of a deer & truck” 

“an oil painting of a 
soldier & houseplant”
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Figure 13. Additional qualitative results of ambiguous image generation. Using the pretrained Deepfloyd-IF model [1], we generate
ambiguous image with various prompt pairs and visual transformations. SyncSDE generates high-quality ambiguous images.
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“A blue clutch bag” “A hand carved wood turtle” “A roasted chicken”

“Portrait photo of Kratos, 
god of war” “A green school backpack”

“A photo of a camouflage 
military boot”
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Figure 14. Additional qualitative results of 3D mesh texturing. We use the pretrained depth-conditioned ControlNet [14] for mesh
texturing. Given an input mesh and the text prompt, SyncSDE generates remarkable texture images.
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