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S-1. The degree of data amplification in ADKD

For tth session, we amplify the few-shot training dataset
D® into Défgp using CutMix. In order to apply CutMix, we
randomly sample N K pairs from N-way K -shot training
examples. To verify the impact of the degree of the data
amplification, we report the average Acc varying p in Ta-
ble S-1. From this result, we experimentally set i as 4 for
all the three benchmark datasets.

Table S-1. Impact of the degree of data amplification. We report
the average Acc (%) across the sessions of minilmageNet dataset.

m | 1 (wo mixture) 2 3 4 5 6
Average Acc (%) | 69.21 69.43 70.53 70.68 70.68 70.69

S-2. Sensitivity to the learning rate of feature
extractor

In the previous works, the feature extractor has been fixed
after the base session learning. Whereas, owing to the effec-
tiveness of the proposed Tri-WE and ADKD, we can update
the feature extractor, and then more evolve the model to ac-
commodate new classes suppressing the catastrophic forget-
ting and overfitting. However, we still use a lower learning
rate (Ir) of 0.001 on the feature extractor, compared to the Ir
of the classification head (0.1). Here, we show the sensitiv-
ity to the learning rate of feature extractor in the incremen-
tal learning. As in Table S-2, the model is still degenerated
when the Ir is somewhat high. Nonetheless, the model’s
classification capability is restricted with smaller Ir.

Table S-2. Sensitivity to the Ir of feature extractor.
Ir ‘ 10e-5 10e-4 10e-3  10e-2
Average Acc (%) \ 69.99 70.32 70.68 70.21

S-3. Base session training

To increase the generalization capability of the base ses-
sion model, we learn the model in multi-task fashion using

Algorithm 1 Pseudo code for the proposed FSCIL method

Input: Previous feature extractor g(gtfl)

, previous classifi-

cation head hgil), base classification head h((;), Mem-
ory buffer M
Output: Evolved feature extractor g((f), classification head
hg), and Memory buffer M
1: Initialize ¢ from ¢ of sessions S ), Pold & @an from
¢ of S¢=V 0 from 6 of S¢~V, and a; & s from
pre-defined values
2: while not done do
3: h((;) ’s weight ¢ is obtained by interpolating ¢g, ¢olq,
¢a1 With learnable scalars o, ap as in Eq.(1),(2)
4: For the few-shot example set D), compute the loss
Lcis and L¢is.01q on the predictions of h((;) and hf;o)m,
respectively as in Eq.(3),(4)

. t
5: Amplify the few-shot example set D(*) to D§n3p

6: For the amplified set D;(lfgp, compute the loss
LADKD - »Cfeat + Llogit as in Eq(5)

7: Compute total loss £ in Eq.(8)

8: Update {dan, Pold 9, a1, g} with gradient AL

9: end while

10: Deploy gét) ,h((;)

an auxiliary geometric transform classifier. In specific, we
first generate B transformed images of an input by applying
B different transformations. We apply 12 types of trans-
formations where each is a combination of rotation, scale,
aspect-ratio transformations, i.e. B = 12. Then, the trans-
formed inputs are classified into one of B transformation
categories. As the auxiliary classifier, we utilize an MLP
(multilayer perceptron) module including two linear layers.

S-4. Further comparative results

In Tables S-3 and S-4, we provide more detailed results on
CUB200 and CIFAR100 datasets. On the CUB200 dataset,

CVPR
#3089

026
027
028
029
030
031
032
033

034

035
036



CVPR
#3089

037
038
039
040
041
042
043
044
045
046
047
048

CVPR 2025 Submission #3089. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Table S-3. Comparative results on CUB200 dataset.

Acc in each session (%)

Method Avg  Last sess. impro.
0 1 2 3 4 5 6 7 8 9 10
CEC [15] 7585 7194 685 635 6243 5827 5773 5581 54.83 5352 5228 6133 +11.63
SynthFeat [3] 68.78 5937 5932 5496 5258 49.81 48.09 4632 4433 4343 4323 51.84 +20.68
MetaFSCIL [4] 7590 7241 68.78 64.78 6296 5999 583 56.85 5478 53.82 52.64 6193 +11.27
VarOpen [1] 79.60 7346 7032 6638 6397 59.63 58.19 57.56 55.01 5431 5298 62.86 +10.93
FACT [17] 7590 7323 7084 66.13 6556 62.15 61.74 59.83 5841 5789 56.94 6442 +6.97
Replay [10] 7590 72.14 68.64 6376 6258 59.11 57.82 5589 5492 5358 5239 61.52 +11.52
ALICE [12] 7742 7271 7062 6724 6591 6340 6292 6191 60.54 60.62 60.12 65.75 +3.79
S3C [6] 80.62 77.55 73.19 6854 68.05 6433 6358 62.07 60.61 59.79 5895 67.03 +4.96
WaRP [8] 77774 74.15 7082 6690 6501 62.64 6140 5986 5795 5777 57.01 64.66 +6.90
SoftNet [7] 78.07 7458 7137 6754 6537 62.60 61.07 5937 5753 5721 56.75 64.68 +7.16
NC-FSCIL [14] 80.45 7598 723 70.28 68.17 65.16 6443 6325 60.66 60.01 5944 67.28 +4.47
GKEAL [18] 78.88 75.62 7232 68.62 6723 6426 6298 61.89 60.20 59.21 58.67 66.35 +5.24
BiDistill [16] 79.12 7537 72.8 69.05 67.53 65.12 64.00 6351 61.87 6147 6093 67.34 +2.98
SAVC [13] 81.85 77.92 7495 7021 69.96 67.02 66.16 653 63.84 63.15 62.5 69.35 +1.41
OrCo [2] 7559 66.85 6405 63.69 6220 6038 60.18 5920 58.00 5842 5794 6241 +5.97
CLOSER[11]  79.40 7592 7350 7047 6924 6722 66.73 6569 64.00 64.02 63.58 68.04 +0.33
Ours 81.56 7857 76.05 7355 71.84 69.12 67.82 66.84 6582 6504 6391 7092
Table S-4. Comparative results on CIFAR100 dataset.
Method Acc in each session (%) Avg  Last sess. impro.
0 1 2 3 4 5 6 7 8

CEC [15] 73.07 68.88 6526 61.19 58.09 5557 5322 5134 49.14 5953 +9.08

SynthFeat [3] 62.00 57.00 56.70 52.00 50.60 4880 45.00 44.00 41.64 50.86 +16.58

MetaFSCIL [4] 7450 70.10 66.84 6277 5948 56.52 5436 5256 4997 60.79 +8.25

FACT [17] 74.60 72.09 6756 6352 6138 5836 5628 5424 5210 62.24 +6.12

Replay [10] 7440 70.20 66.54 6251 59.71 56.58 5452 5239 50.14 60.78 +8.08

ALICE [12] 79.00 70.50 67.10 6340 61.20 59.20 58.10 56.30 54.10 63.21 +4.12

S3C [6] 78.16 74.03 70.17 66.09 63.66 5991 58.37 56.78 54.06 64.58 +4.16

WaRP [8] 80.31 75.86 71.87 6758 6439 6134 59.15 57.10 54.74 65.82 +3.48

SoftNet [7] 80.33 7623 72.19 6783 6464 6139 5932 5737 5494 66.03 +3.28

NC-FSCIL [14] 8252 76.82 7334 69.68 66.19 62.85 6096 59.02 56.11 67.50 +2.11

GKEAL [18] 74.01 7045 67.01 63.08 60.01 5730 5550 5339 5140 61.35 +6.82

BiDistill [16] 7945 7538 71.84 6795 6496 6195 60.16 57.67 5588 66.14 +2.34

SAVC [13] 78.77 7331 6931 6493 61.70 5925 57.13 55.19 53.12 63.63 +5.10

OrCo [2] 80.08 68.16 66.99 6097 59.78 58.60 57.04 5513 5219 62.10 +6.03

CLOSER [11] 75772 71.83 6832 6462 6191 5925 5753 5543 5332 63.10 +4.90

Ours 8192 7755 7446 71.14 66.82 64.02 62.14 61.71 5822 68.66

with the lower base session Acc to the previous SOTA [13],
we attain better results over all the incremental sessions.
And, our method even outperforms the NC-FSCIL [14]
and Orco [2] which have advantage of knowing the topol-
ogy of all the incrementally appeared classes at the start of
base session learning. Also, on the CIFAR100 dataset, our
method shows slightly lower performance than NC-FSCIL
for average Acc, but attains the higher last session Acc.
Moreover, in FSCIL field, increasing the base session
model’s generalization capability has been also key aims.
Hence, the existing methods used their own base session
models. Accordingly, as aforementioned in Sec. S-3, we

also added the auxiliary classifier on top of ALICE [12] dur-
ing the base session learning. For a more fair comparison,
when we starts from the base session model learned without
this auxiliary classifier (i.e. using the base session model of
the ALICE as it is), we attain 70.62% session-wise Acc in
average on the minilmageNet, which is still clearly better
than 67.82% of the second-best NC-FSCIL.

S-5. More implementation detail

We implement our method using the PyTorch library. We
follow most of experimental set up in the previous works [7,
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9, 12, 13, 16]. ResNetl8 [5] serves as our feature extrac-
tor. The entire model is trained via the SGD optimizer. For
the base session, the learning rates are initialized by 0.01,
0.001, and 0.01 for minilmageNet, CUB200, and CIFAR
100 respectively, and decayed by 0.1 at 60 and 70 epochs. In
each incremental session, the learning rate for the weight-
space ensembled ¢,y is 0.1, while it is 0.001 for the rest.
Hence, the feature extractor is minimally updated in incre-
mental learning. For ADKD, the given K training exam-
ples are amplified to 4K for each class. Also, the learnable
scalars a7 and vy are initially set to 1.0. Loss weights Ay
and ), are empirically determined to be 1.2 and 10.0, re-
spectively. Also, we learn the model during 100 epochs for
all the datasets in each incremental session.

S-6. Session-wise Accuracy for fixed (o, )

(a1, a2) means the dependency to the knowledge of base
and previous classes. To compare with the proposed learn-
able approaches, we provide the session-wise accuracy for
different fixed (aq, ). As the novel classes are typically
less dominant than the base and previous classes in a ses-
sion, it is intuitive that higher o, ao seems beneficial in
overall. However, our learnable approach consistently bet-
ter than the fixed cases.

(o1, 0) 0 1 2 3 4 5 6 7 8
0.5,0.5) 84.13 79.83 7591 7234 6742 6482 6183 6LI1 5777
0.7,0.7) 84.13 8093 76.17 7247 6823 6534 6243 61.08 58.73

(1.0, 1.0) 84.13 81.04 7637 7232 6845 6541 6261 6139 5949
Learnable (ours) 84.13 81.41 76.65 73.59 70.10 65.13 6342 61.02 60.13
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