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Supplementary Material

A. Datasets

Since there are no publicly available ground truth segmen-
tation mask labels for the HyperNeRF [7] and Neu3D [6]
datasets, nor annotations tailored for time-sensitive query-
ing, we adopt the annotation pipeline outlined in Segment
Any 4D Gaussians [3] and manually annotate the mask la-
bels ourselves. Specifically, we leverage the Roboflow plat-
form alongside the SAM (Segment Anything Model) frame-
work for interactive annotation.

For the HyperNeRF dataset, where data is captured with
a monocular camera, we select one frame every four frames
as the training set. From the remaining data, we annotate
a subset as the test set to ensure no overlap between the
two sets. For the Neu3D dataset with 21 camera views, one
is reserved for testing, and the remaining 20 are used for
training, aligning with the 4D-GS [10] setting. To evaluate
on the Neu3D dataset, we annotate every 20 frames from
the test views.

B. Implementation Details

Multimodal Object-Wise Video Prompting. For Multi-
modal Object-Wise Video Prompting, we utilize the largest
SAM-defined semantic levels as mask inputs for the Multi-
modal Large Language Models (MLLMs). The prompting
process is outlined in Table 1, which provides the specific
prompts used for MLLM prompting. For visual prompt-
ing, we employ a red contour line with a radius of 2 to
delineate object boundaries. Additionally, we apply Gaus-
sian blur with a radius of 10 and convert the images to
grayscale mode to achieve gray-level augmentation. These
techniques enhance the effectiveness of the visual input dur-
ing the prompting process.
Autoencoder. Following LangSplat [8], we employ two au-
toencoders to compress the high-dimensional CLIP feature
(512-dimension) and LLM feature (4096-dimension) sepa-
rately. Specifically, two MLPs are used to compress 512-
dimensional CLIP features and 4096-dimensional video
features to 3 and 6 dimensions, respectively. The autoen-
coders are optimized with L2 loss. To enhance stability, a
cosine similarity loss is also included as a regularization.
Training Details. Our training pipeline is structured into
four stages, progressively refining the model for robust per-
formance in dynamic 4D language field construction. 1)
In the initial stage, we train a static Gaussian field to re-
construct the RGB channel of static scenes. This provides
a foundation for modeling the visual appearance of the

Video
prompts

Image prompts

I high-
lighted the
objects I
want you to
describe in
red outline
and blurred
the objects
that don’t
need you
to describe.
First please
determine
the object
highlighted
in red line
in the video.
Then briefly
summarize
the trans-
formation
process of
this object.

You have an understanding of the
overall transformation process of the
object: {video prompt}. Now, I have
provided you with images extracted
from this process. Please describe
the specific state of the object(s) in
the given image, without referring to
the entire video process. Avoid de-
scribing states that you can’t infer di-
rectly from the picture. Avoid repeat-
ing descriptions in context. For ex-
ample, if the context suggests the ob-
ject is moving up and down but the
image shows it is just moving down,
explicitly only state that the object is
in a moving down state. If the con-
text suggests the object is breaking
but the image shows it is complete
right now, explicitly only state that
the object appears to be complete. If
context tells you something changes
from green to blue, but it’s blue in
this image, just state that the object
is blue.

Table 1. Details of Text prompts

Method FPS

Gaussian Grouping [11] 1.47
Ours-agnostic 5.24
Ours-sensitive 4.05

Table 2. Query Performance Comparison.

scene. 2) Next, we incorporate semantic information into
the static Gaussian field without introducing deformable
networks. Semantic features are embedded into the scene
by minimizing an L1 loss, ensuring accurate representations
of the static scene’s semantics. 3) In the third stage, we
extend the model to dynamic RGB scenes by introducing
non-semantic deformation fields. Leveraging the approach
of 4D-GS [10], we employ deformable networks to learn
temporal and motion-based deformations that capture spa-
tial and temporal dynamics for RGB scenes. 4) For time-
agnostic semantic rendering, we refine the semantic features



Method americano chickchicken split-cookie

mIoU(%) mAcc(%) mIoU(%) mAcc(%) mIoU(%) mAcc(%)

Feature-3DGS [12] 34.65 62.96 47.21 87.22 47.03 68.25
Gaussian Grouping [11] 61.77 71.31 34.65 75.52 72.71 96.56

LangSplat [8] 72.08 97.61 75.98 97.86 76.54 97.32

Ours 83.48 98.77 86.50 98.81 90.04 98.67

Method espresso keyboard torchocolate

mIoU(%) mAcc(%) mIoU(%) mAcc(%) mIoU(%) mAcc(%)

Feature-3DGS [12] 24.04 80.13 42.14 80.98 24.71 64.58
Gaussian Grouping [11] 32.45 82.46 42.44 74.15 58.95 85.52

LangSplat [8] 82.93 98.66 72.42 96.75 69.55 98.09

Ours 83.52 97.95 79.53 95.71 71.79 98.10

Table 3. Comparison of mean IoU and mean Accuracy for various methods on the HyperNeRF [7] datasets.

Method coffee martini cook spinach cut roasted beef

mIoU(%) mAcc(%) mIoU(%) mAcc(%) mIoU(%) mAcc(%)

Feature-3DGS [12] 30.23 84.74 41.50 95.59 31.66 91.07
Gaussian Grouping [11] 71.37 97.34 46.45 93.79 54.70 93.25

LangSplat [8] 67.97 98.47 78.29 98.60 36.53 97.04

Ours 85.16 99.23 85.09 99.38 85.32 99.28

Method flame salmon flame steak sear steak

mIoU(%) mAcc(%) mIoU(%) mAcc(%) mIoU(%) mAcc(%)

Feature-3DGS [12] 54.33 77.13 27.27 88.23 24.78 85.94
Gaussian Grouping [11] 35.72 94.69 36.92 95.96 54.44 95.27

LangSplat [8] 66.01 82.16 64.05 97.77 78.29 98.60

Ours 89.88 94.35 88.44 98.27 76.78 99.38

Table 4. Comparison of mean IoU and mean Accuracy for various methods on the Neu3D [6] dataset.

from the second stage while keeping the deformable net-
work parameters fixed. For time-sensitive semantic render-
ing, we jointly train the status deformable network and the
state prototype features to refine and model dynamic seman-
tics effectively. For all datasets, the iterations for four stages
are 3000, 1000, 10000, and 10000. The learning rates for
the deformable network and the state prototype features are
set to 1.6× 10−4 and 2.5× 10−3, respectively. Other train-
ing parameters remain consistent with those used in 4D-GS.

C. More Quantitative Results
In Table 3 and Table 4, we present a detailed evaluation
of time-agnostic querying performance on the HyperNeRF
and Neu3D datasets, respectively. Our method achieves a
mean IoU exceeding 85% across all scenarios, outperform-
ing the baseline methods in most scenes for both mean IoU
and mean accuracy. These results underscore the robustness
of our approach, demonstrating its ability to deliver superior

segmentation accuracy and reliability compared to existing
methods, even in dynamic scenes.

Table 2 further compares the runtime efficiency of our
method with the baseline on the HyperNeRF dataset. The
comparison encompasses the total time required for ren-
dering semantic features and conducting open-vocabulary
queries. Our method demonstrates significant advantages
over the Gaussian Grouping approach, achieving faster
runtime for both time-agnostic and time-sensitive queries.
These findings validate our method as an efficient and scal-
able solution for handling open-vocabulary queries in dy-
namic 4D scenes.

D. More Visualization Results
Figure 1 illustrates visualization results for time-agnostic
querying. As depicted, our method demonstrates superior
accuracy in capturing objects that correspond to seman-
tic descriptions, compared to other methods. Furthermore,
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Figure 1. Visualization of time-agnostic querying results on HyperNeRF [7] and Neu3D [6] datasets.

it effectively tracks the spatial dynamics of these objects
across different temporal steps, showcasing its effectiveness
in handling dynamic scenarios.

E. MLLM-based Embeddings

Since our method utilizes MLLMs to generate captions,
the feature representation capability of the obtained embed-
dings is inherently limited by the capacity of the MLLMs,
which constitutes a limitation of our approach. To verify
that our MLLM-based embeddings indeed encode spatial-
temporal information, we directly apply the MLLM-based
embeddings, without any fine-tuning, to video classifica-
tion and spatial-temporal action localization tasks using 2D
videos. As shown in Tables 5 and 6, our results demonstrate
that, even in a zero-shot setting, the MLLM-based embed-
dings achieve competitive performance compared to state-
of-the-art (SOTA) methods specifically designed for these
tasks. This indicates that MLLM-based embeddings inher-

Method HMDB51 [5] UCF101 [9] Kinetics400 [4]
MLLM 58.34 78.97 55.14
IMP [1] 59.1 91.5 77.0

Table 5. Accuracy Results (%) on the Video Classification task.

Method VmAP@0.1 VmAP@0.2 VmAP@0.5
MLLM 78.13 75.78 64.38
HIT [2] 86.1 88.8 74.3

Table 6. Spatial-Temporal Action Localization Results (%) on
UCF101 [9].

ently capture some spatial-temporal information. However,
we also acknowledge that the performance of our approach
is ultimately constrained by the representational capacity of
the MLLMs.
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