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Abstract

This supplementary material provides additional details and
analysis to support the main paper, as follows:
• In Sec. 1, we describe the choice of distillation losses for

various 2D foundation models.
• In Sec. 2, we conduct more experiments in terms of com-

bining both Lseg [1] and OpenSeg [3] to supervise the 3D
model training.

• In Sec. 3, we illustrate more comparisons with AMRA-
DIO [6].

• In Sec. 4, we provide parameters evolution in terms of the
deterministic uncertainty estimation during the training.

• In Sec. 5, we provide more visualizations.
• In Sec. 6, we describe the potential limitation and future

improvements.

1. Distillation Loss Choice

In this section, we conduct more ablative studies to explain

the distillation loss combination in our main paper. We first

ablate three losses, including cosine similarity loss, L1 loss,

and MSE (L2) loss, to explore how each one influences

the 3D distilled model’s open-vocabulary performance over

the baseline model. As shown in Table 1, we can find that

when supervising the 3D model training with Lseg that has

been aligned with language spaces, cosine similarity loss

strikes the best. In contrast, both L1 and L2 loss significantly

deteriorates the open-vocabulary semantic segmentation per-

formance. We surmise that L1 and L2 loss cannot force

the 3D model to align with the language space, meaning

degraded semantic information learning, however, it may

help with learning geometric awareness. Regarding the pe-

training mechanisms in terms of Lseg, DINOv2, and Stable

Diffusion 2D foundation models, we opt to equip the 3D
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Table 1. Ablation: loss ablation about Cosine Similarity Loss, L1

Loss and MSE (L2) Loss.

BaselineLseg +CosineLoss2 +L1Loss +L2Loss mIoU ↑ mAcc ↑
� � 51.4 62.3
� � 46.6 57.0

� � 48.4 61.7

Table 2. Ablation: loss ablation for DINOv2 supervision when

attempting with Cosine Similarity Loss, L1 Loss or MSE (L2)

Loss.

BaselineLseg +SD +DINOv2− Cosine +DINOv2− L1 +DINOv2− L2 mIoU ↑ mAcc ↑
� � � 51.4 62.3

� � � 52.7 62.6
� � � 51.7 63.3

Table 3. Ablation: additional studies when introducing AMRADIO

distillation.

BaselineLseg +DINOv2 +SD +AMRADIO +Unc mIoU ↑ mAcc ↑
� 51.4 62.3

� � 51.7 63.3

� � � 52.7 62.6

� � � � 53.5 64.2

� � � � 52.2 62.6

� � � � � 53.0 63.8

model with cosine similarity loss for Lseg and Stable Dif-

fusion supervision since they have been trained with text

embeddings. Moreover, we conducted additional analyses to

study the effect of the 3D distillation model when attempting

to use L1 or L2 loss to supervise from the DINOv2. As

shown in Table 2, we can observe that adopting L1 loss for

DINOv2 achieves the best one where we deduce this is due

to the similar feature scales with Lseg’s and L2 loss will de-

crease the supervised signals for the 3D model from feature

embeddings which contains scales lower than 1.0. Therefore,

we choose to use cosine similarity loss for Lseg and Stable

Diffusion while L1 loss for DINOv2 in our main paper.



Table 4. Experimental results on ScanNetV2 and Matterport3D

in terms of val on linear probing evaluation. Upperbound-full

sup. denotes the fully-supervised upperbounding results while

Baseline init. means initialize the model from our baseline model

and then perform linear probing evaluation. Adding AMRADIO

for comparision.

Type Method ScanNetV2
mIoU mAcc

Upperbound-fully sup. MinkowskiNet [2] 68.9 77.4

Baseline init. MinkowskiNet [2] 54.4 64.7

Concat (Lseg+DINOv2+StableDiffusion) 3-heads concat 62.1 72.7

Concat (Lseg+DINOv2+StableDiffusion+AMRADIO) 4-heads concat 62.1 72.9

Table 5. Ablation: study on different open-vocabulary 2D semantic

segmentation model supervision.

Lseg OpenSeg Lseg+OpenSeg mIoU ↑ mAcc ↑
� 51.4 62.3

� 44.0 62.8

� 48.5 62.8

2. Comparisons with AMRADIO
As the very recent work AMRADIO [6] proposes to distill

knowledge from various 2D foundation models (including

CLIP, DINOv2, and SAM) which act as teachers, we also

employ extra experiments to ablate whether combining su-

pervisions from AMRADIO model can help boost the 3D

model distillation. As shown in Table 3, after extracting the

2D multi-view posed image embeddings and projecting them

into the corresponding 3D space, we train the 3D model with

feature supervisions from Lseg, DINOv2, Stable Diffusion

and AMRADIO simultaneously. However, we discover this

training will bring a slight performance drop, from 52.7%

mIoU in our main paper to 52.2% mIoU in terms of the

open-vocabulary semantic segmentation evaluation on Scan-

NetV2 val set. Furthermore, we also extend the proposed

deterministic uncertainty estimation for this study, but no

further improvement can be obtained. We analyze this is

because AMRADIO has been constructed as a student model

to acquire knowledge from 2D foundation teacher models,

like CLIP, DINOv2, and SAM, resulting in there are no ex-

tra informative language or geometric knowledge from the

student model, AMRADIO, even causing noisy supervision

for the 3D model distillation. Additionally, a linear probing

experiment is conducted in Table 4, there are no further im-

provements from the 3D model which is distilled from four

2D foundation models in parallel.

3. Lseg and OpenSeg Supervision Combination
In this section, we provide additional studies about combing

both Lseg and OpenSeg 2D models, being trained to align

with the text embeddings for the 2D image open-vocabulary

semantic segmentation task. As shown in Table 5, a signif-

icant performance drop can be observed in terms of open-

vocabulary semantic segmentation validation on ScanNetV2

val set, though both Lseg and OpenSeg have been aligned

with the language space on dense-level supervisions. Since

Lseg and OpenSeg present different mask segmentation re-

sults for pixels, especially encountering complicate contexts

from rapidly changing posed images, this leads to confusion

for the 3D model training, attempting to “cluster” the same

local regions into different ‘clusters’. Hence, we prefer to

utilizing Lseg in our main paper, which is also based on the

CLIP.

4. Parameter σ Evolution
As we validate in Table 6 in our main paper, we find that

employing Auto-Weighting learning results in a trivial solu-

tion, we then provide the evolutions of parameters in terms

of deterministic uncertainty estimation σi to help with better

capturing the learning using our method CUA-O3D during

the distillation in Fig. 3.

5. More Visualizations
In this section, we demonstrate more clustering results for

ScanNetV2 and Matterport3D to further clarify the motiva-

tion of agglomerating heterogeneous and complementary

feature supervisions from various 2D foundation models in

Fig. 1 and Fig. 2, while open-vocabulary semantic segmen-

tation visualizations are displayed in Fig. 4 and Fig. 5.

6. Limitations and Future Improvements
Our method CUA-O3D inspires three aspects about the po-

tential limitations and future improvements, which can serve

as starting points for future research. Firstly, the 3D model

distilled from 2D Vision-Language Models shows signifi-

cantly lower performance than the fully supervised baselines,

necessitating more explorations to boost the performance

and bridge this gap. Secondly, though our distilled model

presents essential improvements over the baseline, there is

still no in-depth study about the alignment between visual

embedding (3D) and text embedding. Thirdly, how to nat-

urally transform the backbone architectures from 2D to 3D

within the multi-view 3D scene understanding shall be inter-

esting, which inherits the strong generalizability and zero-

shot capacities from 2D foundation models, while also ex-

ploring weakly/semi-supervised setting [4, 5, 8, 9] under the

in-context learning or inducing video sequences data [7, 10]

to help the model better understand the 3D scene to further

enhance the 3D model leaves interesting insights.



Figure 1. Clustering visualizations of ScanNetV2 from various 2D foundation models.



Figure 2. Clustering visualizations of Matterport3D from various 2D foundation models.



Figure 3. Evolutions of parameters in terms of deterministic uncertainty estimation σi.



Figure 4. Open-vocabulary semantic segmentation visualizations of ScanNetV2.



Figure 5. Open-vocabulary semantic segmentation visualizations of Matterport3D.
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