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Supplementary Material

A. More Details about the CD-FSS Benchmark

In this section, we provide additional details about the CD-
FSS benchmark introduced in Section Datasets and Evalu-
ation Metrics of the main paper. As mentioned, the bench-
mark comprises four datasets: Chest X-ray, ISIC, FSS-1000
and Deepglobe. Below, we elaborate on their characteris-
tics:

• FSS-1000 [8] is a natural image dataset specifically de-
signed for few-shot segmentation, featuring 1,000 object
categories, each represented by 10 annotated samples.
For our experiments, we adopt the official semantic seg-
mentation split and evaluate models on the official test
set, which includes 240 categories and a total of 2,400
images.

• DeepGlobe [4] is a satellite image dataset with pixel-
level annotations for seven categories: urban, agriculture,
rangeland, forest, water, barren, and unknown. Each im-
age has a resolution of 2448 × 2448 pixels. Following
the preprocessing in [7], we divide each image into six
patches of 408 × 408 pixels to increase the number of
test samples. After filtering out single-class images and
the ‘unknown’ category, we evaluate models on 5,666 test
images with their corresponding masks.

• ISIC2018 [3] is a dataset for skin lesion analysis, contain-
ing 2,596 annotated images, each with a single primary
lesion. Following [7], we use the official training set for
evaluation, resizing all images to a uniform resolution of
512 × 512 pixels from their original resolution of approx-
imately 1022 × 767.

• Chest X-ray [1, 6] is a dataset for tuberculosis detection,
consisting of 566 X-ray images (4020 × 4892 pixels) from
58 tuberculosis cases and 80 normal cases. Following [7],
we downsize the images to 1024 × 1024 pixels for testing.

B. Detailed Experimental Settings

To ensure a fair comparison with [9], we adopt SSP [5]
as our baseline. Consistent with SSP, we use the popular
ResNet-50 pretrained on ImageNet as the backbone, omit-
ting the final backbone stage and ReLU for improved gen-
eralization. Similar to [9], we integrate SSP’s core compo-
nents, including the adaptive self-support background pro-
totype and self-support refinement modules. These en-
hancements effectively handle cluttered backgrounds and
improve segmentation accuracy. All experiments were con-
ducted under the same configurations to ensure consistency.

C. Model complexity
We conducted a comprehensive analysis of computational
overhead in Table S1 across different methods. The results
demonstrate that DATO achieves superior performance with
only marginally increased computational costs compared to
the state-of-the-art IFA method. Specifically, our method
achieves notable performance gains to the SSP framework
with minimal parametric overhead.

Table S1
Methods #Params FLOPs FPS mIoU

SSP 8.7M 27.78G 20.93 60.00
IFA 8.7M 28.01G 18.20 67.80
Ours 10.5M 30.12G 17.41 70.31

Table S2
Methods Chest X-ray ISIC FSS-1000 Deepglobe Average

APR 57.85 31.09 73.66 34.28 49.22
DR-Adapter 82.35 40.77 79.05 41.29 60.86

Ours 79.58 68.76 81.79 51.10 70.31

D. Discussion of related works in frequency
and adversarial learning

We provide comprehensive empirical comparisons with
state-of-the-art frequency-based methods (e.g., APM [10])
in Table 1 and additional frequency-based approaches (e.g.,
APR [2]) in Table S2, demonstrating our method’s signifi-
cant advantages. Notably, while previous adversarial learn-
ing approaches have primarily operated in the spatial do-
main, we innovatively combine adversarial learning with
frequency domain analysis, which, to the best of our knowl-
edge, is the first such application in the CD-FSS task.

E. More visualization results
Qualitative results in CD-FSS benchmark. As shown
in Figure S1, the qualitative results demonstrate that our
proposed method significantly enhances generalization per-
formance under different levels of domain shift. Specif-
ically, our approach effectively captures fine-grained de-
tails of the target objects and maintains robust segmentation
performance even in challenging scenarios, such as drastic
changes in lighting, texture, or background clutter. In con-
trast, baseline models often exhibit difficulties in these sit-
uations, frequently mis-segmenting the background regions
or failing to fully activate the target object. This highlights
the superior ability of our method to adapt across domains,
avoiding common pitfalls such as overfitting to source do-
main characteristics or underperforming in unseen target
domains. These results clearly validate the effectiveness
of our method in addressing the domain shift problem and
demonstrate its potential for real-world applications where
target domains differ significantly from the training data.
Visual Comparison of Original and Agent-Enhanced
Feature Representations. Figure S2 demonstrates the ef-
fectiveness of the proposed agents in enhancing feature rep-
resentations. The agents first capture domain-invariant fea-
tures from the data, which are then utilized to reinforce the
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Figure S1. Qualitative results on the Chest X-ray, ISIC, FSS-1000,
and Deepglobe datasets.

domain-agnostic components within the original features.
Simultaneously, the agents suppress domain-specific noise,
resulting in cleaner and more distinct feature contours. This
dual function not only reduces noise but also enhances the
transferability of features across different domains, effec-
tively mitigating the challenges posed by domain shifts.
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