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1. Introduction
In this supplementary material, we provide an extended ex-
perimental analysis to further validate the effectiveness of
TME, alongside illustrative examples with noisy triplet cor-
respondence (NTC) to highlight the prevalence of such in-
stances even in well-annotated datasets. Specifically, we
conduct further parametric analysis in Sec. 2.1. Then, We
analyse the performance against overfitting and qualitative
results for a detailed comparison in Sec. 2.2 and Sec. 2.3.
Finally, we present NTC examples from CIRR [6] and Fash-
ionIQ [8] datasets in Sec. 3, emphasizing their ubiquitous
nature.

2. Additional Experimental Analysis
2.1. Parametric Analysis
In this section, we conduct further parametric analysis of
the GMM [1, 2] threshold and the prompt token length. In
our implementation of TME, the default GMM threshold is
set to 0.5, and the prompt token length is fixed at 32, con-
sistent with the length of the query tokens [5]. The GMM
threshold and the prompt tokens length are denoted as G
and np, respectively. Sensitivity analyses of these parame-
ters are summarized in Figure 1, from which we derive the
following observations:
• For G ∈ [0.1, 0.9], the performance is relatively insensi-

tive to the threshold value. This is mainly because GMM
often assigns probabilities pi that are either significantly
large or small for a given sample.

• A moderate value of G achieves the best performance. A
very small G introduces too many noisy triplets into Sc,
degrading performance. Conversely, an excessively high
G excludes most triplets, resulting in underfitting. For
example, When G = 0.999, no samples are retained in
Sc, causing training failure.

*The first two authors contributed equally.
†Corresponding author: Peng Hu (penghu.ml@gmail.com).

• A prompt token length of np = 32 achieves optimal
performance as it matches the length of the query to-
kens q and the image representations F r encoded by
EI . This consistency benefits Ef -encoded representa-
tions zrm and zpm, which are derived from concatena-
tions [F r,m] and [p,m], respectively. A prompt token
length of np = 128 exceeds memory limits on our GPU
during experiments.

0.001 0.01 0.1 0.3 0.5 0.7 0.9 0.99 0.99980

81

82

83

84

85

M
et

ri
c

80.69 80.79 80.97 80.9 81.12 81.14 81.2 81.06

84.18 84.28 84.4 84.3 84.42 84.44 84.44 84.45

Avg(R5@1+Rs@1)
Mean

(a) G

4 8 16 32 6480

81

82

83

84

85

M
et

ri
c

80.28

80.88 80.95 81.12
80.83

84.24 84.42 84.4 84.42 84.41

Avg(R5@1+Rs@1)
Mean

(a) np

Figure 1. Variation of performance with different GMM thresholds
G and lengths of prompt tokens np on the CIRR validation with a
noise ratio of σ = 0.2.

2.2. Performance Against Overfitting
The performance of TME, SPRC [9], RCL [3], RDE [7],
CaLa [4], and SSN [10] across epochs is presented in Fig-
ure 2, which highlights TME’s effectiveness, demonstrat-
ing its superiority over both general and robust methods.
Specifically, TME achieves the highest 30-epoch accura-
cies and the highest number of the best accuracies across
datasets of different noise levels. Ordinary methods such as
SPRC and CaLa suffer significant performance degradation
and overfitting, due to their lack of robustness. In contrast,
through robust learning strategies, TME shows remarkable
resistance to overfitting and maintains stable performance
throughout training under any noise level. Compared to ro-
bust methods, TME exhibits greater robustness and better
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(a) CIRR with σ = 0.2

5 10 15 20 25 30

40

45

50

55

60

65

M
et

ri
c

TME
SPRC
RCL
RDE
CaLa
SSN

(d) FashionIQ with σ = 0.2
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(b) CIRR with σ = 0.5
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(e) FashionIQ with σ = 0.5
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(c) CIRR with σ = 0.8
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(f) FashionIQ with σ = 0.8

Figure 2. Performance w.r.t. epoch on CIRR validation dataset
and FashionIQ validation dataset with various noise ratios σ.

performance as well. Existing robust methods rigidly ap-
ply noisy dual correspondence solutions to the CIR task,
limiting their ability to exploit intrinsic relationships. Con-
versely, TME uses visual variation modeling to reconstruct
associations and effectively learn from noisy data, enhanc-
ing performance. This robustness achieved by TME is cru-
cial for real-world scenarios without clean validation sets,
ensuring reliable training without early stopping.

2.3. Qualitative Results

Retrieving results of SPRC and TME at the last checkpoint
when σ = 0.5 is shown in Figure 4. These results demon-
strate that TME more effectively handles some queries and
pushes irrelevant images away from low-rank results under
a high noise ratio. A comparison of similarity matrices of
multimodal query zrm and target image representation zt

between SPRC and TME is presented in Figure 3, reveal-
ing that TME produces a sharper diagonal with better back-
ground contrast, showing a better alignment of the positive
pairs and greater dilution of noisy training data. This indi-

cates TME’s superior robustness and ability to learn effec-
tively under a high noise ratio.

(a) SPRC (b) TME

Figure 3. Visualization of the similarity matrix of multimodal
query and target image on CIRR validation dataset with a noise
ratio of σ = 0.5.

3. Examples with Noisy Triplet Correspon-
dence

We present examples with noisy triplet correspondence
(NTC) from the original CIRR and FashionIQ datasets
without synthetic noise. Specifically, from 100 randomly
selected images from CIRR, we identify 17 clearly NTC
examples and display 12 noisy triplets in Figure 5. Sim-
ilarly, from 100 randomly selected images from Fash-
ionIQ, we find 19 NTC examples and show 12 noisy
triplets in Figure 6. In FashionIQ, modifications are of-
ten insufficient or inaccurate, leading to many false nega-
tives and false positives. In CIRR, annotators tend to de-
scribe only the target image’s characteristics, resulting in
modification-target matched pairs, i.e., partially matched
triplets. Consequently, FashionIQ contains several com-
pletely mismatched triplets, and CIRR has a few. De-
spite both datasets being well-annotated, we observe that
partially matched triplets with partially inaccurate modifi-
cations or modifications matching only the target images
are common, highlighting the need for methods capable
of learning with noisy triplet correspondence for composed
image retrieval.
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Figure 4. Qualitative results on CIRR and FashionIQ validation datasets. We show the results of both SPRC and TME for a clear
comparison. Images in the green box are the target images corresponding to reference images. Note that the FashionIQ dataset contains
apparent false negatives. Most of TME’s retrieval results align well with the query, even if they are not the specified target images.
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Figure 5. Examples with noisy triplet correspondence in CIRR. Reference images and corresponding target images are marked with blue
and green boxes, respectively. Inaccurate modifications are marked in red. The triplet with a red background is a completely mismatched
triplet, whose modification describes only the target image but incorrectly identifies a dingo as a wolf. The rest triplets are partially matched
triplets.
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Figure 6. Examples with noisy triplet correspondence in FashionIQ. Reference images and corresponding target images are marked with
blue and green boxes, respectively. Inaccurate modifications are marked in red. Triplets with a red background are completely mismatched
triplets whose modifications are completely inaccurate. The rest triplets are partially matched triplets.
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