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This document provides additional experimental results
on the impact of the parameter λ and includes further quan-
titative and qualitative comparisons. We also discuss the
limitations of our approach and outline directions for future
work.

1. Additional Results
In this section, we designed experiments to evaluate the im-
pact of the parameter λ in Eq. (8) of the manuscript on
the effectiveness of the attack. Additionally, we present
further quantitative comparisons on the ScanObjectNN [8]
dataset, along with qualitative comparison results on Mod-
elNet40 [9] and ShapeNetPart [1].

As stated in our manuscript, the adversarial feature ŷ can
be obtained through the following equation (Eq. (8) of the
manuscript):

ŷ = T̃ (x) = λiT (ci) + λikT (cik) = λiyi + λikyik
. (1)

Where the µ-mass center ci is approximated by the mean
value of all the Monte-Carlo samples inside Wi, x is a
random x from Wi. The coefficient λi and λik satisfies
λi + λik = 1. To simplify notation, we denote λik as λ.
Consequently, λi = 1− λ.

To evaluate the impact of λ on the attack, we conducted
experiments on the ModelNet40 and ShapeNetPart using
different λ values. We recorded the attack success rate
(ASR) on PointNet [7] along with the corresponding Cham-
fer Distance (CD). The results are presented in Fig. 1, where
the left graph shows the results on the ModelNet40, and the
right graph shows the results on ShapeNetPart.

As shown in Fig. 1, as λ increases, the attack success rate
improves, while the Chamfer distance between the adver-
sarial and original point clouds also increases. This result is
expected since higher values of λ lead to greater divergence
of the generated adversarial features from the original fea-
tures, resulting in decoded point clouds that progressively
differ from the originals. The objective of our proposed al-
gorithm is to identify a critical boundary where the gen-
erated adversarial samples can successfully execute attacks
while ensuring the perturbations remain sufficiently small.

*Corresponding authors.

Figure 1. Effects of λ to ASR and CD on ModelNet40 (left) and
ShapeNetPart (right). To present these two metrics in a single
graph, we scaled the CD values by a factor of 300.

We perform additional quantitative comparison experi-
ments on the ScanObjectNN dataset. The Attack Success
Rate (ASR) and Chamfer Distance (CD) are presented in
??, where all baselines are optimized using PointNet++
and then used to attack PointNet, DGCNN, and Point-
Mamba [4]. The results demonstrate that our method
(NoPain-PD) achieves the highest ASR for transferable at-
tacks while maintaining a comparable perturbation inten-
sity.

The results in Fig. 2 demonstrate that our method suc-
cessfully attacks five classification models simultaneously,
causing them to misclassify. In contrast, baseline meth-
ods, while effective on the surrogate model PointNet++, of-
ten fail when targeting other unknown classification mod-
els, highlighting their limited transferability. This issue is
especially pronounced on the ShapeNetPart dataset. Fur-
thermore, adversarial point clouds generated by baseline
methods such as AdvPC [2], AOF [5], SI-Adv [3], and SS-
attack [10] exhibit significant, perceptible noise. Although
HiT-ADV [6] produces fewer outliers, it still introduces dis-
tortions, as seen in the keyboard example in the first col-
umn. By contrast, our method not only achieves transfer-
able attacks but also maintains smaller, imperceptible per-
turbations.

2. Limitation and Discussion
Due to the absence of reconstruction error constraints, our
method cannot guarantee imperceptible perturbations in the
generated adversarial samples. Although the overall re-
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Figure 2. Visualizations of adversarial samples on data from ModelNet40 (left three columns) and ShapeNetPart (right three columns).
The icons below point clouds indicate their category prediction by PointNet, PointNet++, PointConv, DGCNN and PCT, where red and
green indicate successful and failed attacks.



sults produced by our approach show low reconstruction
errors, some outputs may still include noticeable outliers.
In future work, we will explore optimal transport map-
ping and point cloud attacks that incorporate reconstruc-
tion error constraints. Additionally, our observations reveal
that the hyperparameter threshold τ in Algorithm 2 of our
manuscript varies significantly across different datasets. To
address this, we intend to develop an adaptive algorithm for
automatically adjusting the threshold τ .
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