ReNeg: Learning Negative Embedding with Reward Guidance

Supplementary Material

1. Implementation Details of the Pilot Study

Let fo : N x C — X be a pretrained diffusion model
parameterized with 6, mapping a D-dimensional Gaussian
distribution AV to a D-dimensional image distribution, con-
ditioned on the embedding space C, where D = h x w X c.

Definition 1: Parameter efficiency. Let us sample N ran-
dom condition embeddings from C and map them to images
using fo, assembling a result tensor X € RN*P When N
is large enough, X can be considered a nice sampling of
the learned distribution. We define the parameter efficiency
E(0) w.rt. parameter 0 as the average rate of change X
under a small perturbation. Formally,
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Note that J = %—)g € RdoxND jg commonly referred to as
the Jacobian matrix, with each element reflecting the rate
of change between pair-wise X; and 6;. We compute the
Frobenius norm of 7 and average it with the total number of
matrix elements N Ddy. In our implementation, we lever-
age the automatic differentiation capabilities of PyTorch,
i.e., torch.autograd.grad () to compute the deriva-
tives. Empirically, we set N = 5000, as further increases in
N did not lead to notable changes in the results. For better
clarity, let us first consider the scenario when N = 1. In this
case, we calculate each column of 7 iteratively. Each gradi-
ent computation yields a set of gradients with respect to all
dg. However, since the value of D is typically quite large,
e.g., D =64 x 64 x 16 = 65536 in our case, it is compu-
tationally infeasible to compute all columns of the Jacobian
matrix directly. To address this, we perform a random sam-
pling strategy, selecting 16 columns at random. For N > 1,
we iterate over [N samples and concatenate the resulting Ja-
cobian matrices along the row dimension. Empirically, we
observe that random sampling along the D dimension pro-
vides a good approximation of the full Jacobian matrix.

We argue that an efficient set of parameters should have a
large E(6) so that a small amount of gradient descent steps
can change the learned distribution remarkably. We observe
for a pretrained model, both the full model parameter 6 and
LoRA parameters §; have low parameter efficiency. This is
likely because they start from a well-pretrained checkpoint,
where the model has already converged to a local minimum.
In contrast, tuning the negative embedding n exhibits re-
markably higher parameter efficiency, i.e., E(n) is 2 to 5
order larger in magnitudes than E(6y) and E(6;).

2. Benchmark for ControlNet and T2V models

Benchmark for Evaluating Pose-Conditioned Control-
Net. We collect a total of 20 different poses from
the HuggingFace repositories ‘sayakpaul/poses-controlnet-
dataset’ ' and ‘raulc0399/open_pose_controlnet’ . Then,
we assign five text prompts to each pose to create the text-
pose condition pairs. The assigned text prompts are listed
as follows:

* A girl in the playground.

* A doctor in the hospital.

* A chef in the kitchen.

* An artist in the studio.

* A runner in the park.

The final evaluation benchmark consists of 100 text-pose
pairs. The qualitative and quantitative performance of the
proposed ReNeg on this dataset is presented in Fig. 1 and
Tab. 5 of the main paper.

Benchmark for Evaluating T2V models. Following the
evaluation protocol of VBench [5], we curated a subset of
text prompts to evaluate the performance of the proposed
ReNeg on ZeroScope [2] and VideoCrafter2 (VC2) [3]. The
evaluation dataset consists of various categories and scenes,
providing a comprehensive benchmark for testing model
generalization and robustness.

3. Inference Details

For T2I generation, the handcrafted negative prompts in-
clude: distorted, ugly, blurry, low resolution, low qual-
ity, bad, deformed, disgusting, overexposed, simple back-
ground, plain background, grainy, underexposed, too dark,
too bright, too low contrast, too high contrast, broken,
macabre, artifacts, oversaturated. For T2V generation,
the handcrafted negative prompts include: blurry, pixelated,
noisy, glitches, watermarks, compression artifacts, over-
exposed, underexposed, color banding, unnatural colors,
inconsistent lighting, incorrect white balance, low resolu-
tion, lack of detail, soft focus, bad hands, extra limbs, dis-
torted facial features, incorrect proportions, missing body
parts, misrendered objects, incorrect object sizes, deformed
shapes, unrecognizable items, cluttered scenes, poor fram-
ing, unbalanced composition, elements cut off, inconsis-
tent perspective, flattened depth, incorrect scaling, tempo-
ral flickering, stuttering motion, inconsistent frame rates,
Jjerky transitions, inconsistent backgrounds, changing light-
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a man reflected in a rear view mirror of a A man sitting in a chair, in a black and
motorcycle. white photo.
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A capybara wearing sunglasses and a blue A gouache illustration of a girl in a school
cap. uniform standing on a tall building's edge.
Figure 1. Comparison of results using global negative embedding
and per-sample negative embedding. Red boxes highlight the im-
provement in image details achieved by the per-sample negative
embedding. Best viewed zoomed in.

ing between frames, disjointed scenes, ugly, unattractive
visuals, clashing styles, inconsistent art style, unharmo-
nious color schemes, abrupt cuts, poor transitions, re-
peated frames, illogical sequences, lack of continuity, in-
correct setting, inappropriate elements for the theme, illeg-
ible text, misaligned text, unintended logos. Compared to
that, the proposed ReNeg, which optimizes negative embed-
dings, demonstrates superior performance. The optimized
negative embedding exhibits strong generalization capabil-
ities when applied to SD1.4, SD2.1, ControlNet [9], Ze-
roScope [2], and VideoCrafter2 [3]. During inference, we
adopt the DDIM sampler [7] with 30 steps for SD1.4 and
SD1.5, setting classifier-free guidance (CFG) weight to 7.5.
For ControlNet, we use the UniPC Scheduler [10] with 20
steps. For T2V models, we employ the DDIM sampler for
ZeroScope with 40 inference steps and a CFG weight of
9.0. The video resolution is 576 x 320. VideoCrafter2 is
configured with 50 inference steps and a CFG weight of 12.

4. Transferability between SD1.4 and SD1.5

We conduct an additional experiment to further validate the
generalization capability of the proposed ReNeg across dif-
ferent SD versions. Specifically, we optimize the negative
embedding on SD1.4 and SD1.5 and evaluate the perfor-
mance on other SD versions. Both quantitative and qual-
itative results are provided in Tab. 1 and Fig. 2. The pro-
posed ReNeg significantly enhances performance when the
obtained negative embedding is transferred across different
foundation models. This highlights the flexibility of our
method, which can be seamlessly applied to various mod-
els sharing the same text encoder as SD1.5. Compared to
handcrafted negative prompts, our method achieves perfor-
mance gains exceeding 5% over the original SD baseline.

Table 1. Transferability results of negative embeddings between
SD1.4 and SD1.5 on the HPSv2 benchmark. The evaluation met-
ric used is HPSv2.1. Neg. Emb. (SD1.5) indicates that SD1.4
performs inference using the negative embedding optimized for
SD1.5. The best scores for each model are highlighted in bold.

Model Animation Concept Art Painting Photo Average
SD1.4 25.86 24.78 24.62 2548 25.19
w/ Handcrafted Prompt ~ 27.27 26.39 2645 2690 26.75
w/ ReNeg (SD1.5) 30.50 30.91 31.28 28.77 30.37
SD1.5 25.92 24.66 24.65 25.62 2521
w/ Handcrafted Prompt ~ 27.29 26.33 26.39  27.01 26.76
w/ ReNeg (SD1.4) 30.79 31.03 31.65 28.97 30.61

Table 2. Results of combining our negative embedding with the
recaptioned positive prompt on the HPSv2 benchmark. The evalu-
ation metric is HPSv2.1. The best scores for each model are high-
lighted in bold.

Model Animation Concept Art Painting Photo Average
SD1.5 25.92 24.66 24.65 25.62 25.21
+ N* 27.29 26.33 2639 27.01 26.76
+ ReNeg 31.37 31.67 32.00 29.27 31.08
+ ReNeg + Promptist ~ 31.97 32.37 32.77 28.89 31.50

Table 3. Human evaluation of ReNeg compared to base models.
Our approach obtains better human preference over all compared
methods.

Human Preference Prompt Alignment Aesthetic
Ours vs. SD1.5 79.80% 65.26% 83.95%
Ours vs. Handcrafted Prompt 72.58% 68.75% 79.17%

Moreover, the visualization results in Fig. 2 reveal that the
generated images exhibit superior aesthetic quality and are
visually more appealing, further validating the universality
and robust generalization capability of our approach.

5. Additional Results

5.1. Human Evaluations

To demonstrate the effectiveness of the learned negative em-
beddings, we conduct human evaluations comparing the win
rates of our method and the baselines across three dimen-
sions. The results in Tab. 3 show that users prefer the im-
ages synthesized by our method, as evidenced by win rates
exceeding 50%.

5.2. Comparison between Global and Per-sample
Negative Embedding

As illustrated in Fig.1, we present additional comparisons
between global and per-sample negative embeddings. The
results reveal that per-sample negative embedding effec-
tively refines the generated outputs based on the given pos-
itive prompt, resulting in outputs that align more closely
with the textual descriptions. Moreover, the refined outputs
exhibit significantly improved visual quality.
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There is a small out house that is made of wood.

A girl in a school uniform playing an electric guitar.

Figure 2. Qualitative transferability results of negative embeddings between SD1.4 and SD1.5. ‘+N™’ and ‘+ReNeg’ indicate improved
results with handcrafted negative prompts and our negative embedding of the corresponding SD model, respectively.

SD1.5 SD1.5+N* DDPO Diffusion-DPO ReFL TextCraftor ReNeg (Ours)

A figurine of Walter White from Breaking Bad depicted as an anime character.

&FA/\A/’,i Y

A baby daikon radish in a tutu.

Figure 3. Comparison with methods requiring tuning all model parameters of SD. Prompts are sourced from the HPSv2 and Parti-Prompts
benchmarks. All images are generated at a resolution of 512x512, using the same initial noise and seed to ensure fairness.



SD1.5+N* SDI.5 + ReNeg

SD1.5 + ReNeg

SD1.5 SD1.5+N*

OpenPose

Scribbles

A corner with a table. A girl wearing a floral hairpin.

Figure 4. Qualitative results of transferring our ReNeg to ControlNet under different conditions.

ZeroScope

ZS+N*

ZS + ReNeg

VideoCrafter2
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Waves crashing against a lone lighthouse, ominous lighting.

Figure 5. Qualitative results of transferring our ReNeg to various T2V models. “ZS” and “VC2” represent ZeroScope and VideoCrafter2.
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A girl with white hair and a school uniform, depicted in
an illustration with warm clothes and a cold background.
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An oil painting close-up portrait of a young black

woman wearing a crown of wildflowers.
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Portrait of a monkey wearing an astronaut helmet.

A frontal portrait of a anime girl with chin length pink
hair wearing sunglasses and a white tshirt smiling.

A woman with tan skin in blue jeans and yellow shirt.

Figure 6. More examples generated by ReNeg. Given the same text prompt and fixed seed, the images above correspond to outputs from
the original SD1.5, SD1.5 with a handcrafted negative prompt, and SD1.5 with our proposed negative embedding, respectively.

5.3. Comparison with Methods Requiring Finetun-
ing of SD

As shown in Fig. 3, the visual quality of images generated
by Diffusion-DPO [8] appears comparable to SD1.5. How-
ever, the performance of DDPO-based models [1] declines
dramatically, which is primarily due to their finetuning on

specific subdomains, such as animals, limiting their ability
to generalize to other prompts. While TextCraftor [6] gen-
erally yields high-quality images, it suffers from a notable
drawback: alack of realism, with an overall generation style
leaning toward oil painting. In contrast, our method gen-
erates more appealing imagery, featuring vivid colors and



well-balanced compositions that align closely with human
aesthetic preferences.

5.4. Combine with Recaption-based Methods

As shown in Tab. 2 our method can achieve additional per-
formance gains by combining with positive prompt refine-
ment. Provided that the recaptioned positive prompts are
reasonable, incorporating our negative embedding signifi-
cantly enhances visual appeal. However, in some cases, the
improved prompts generated by Promptist [4] may lack ra-
tionality, limiting their effectiveness.

5.5. Transfer to ControlNet and T2V Models

To showcase the generalization capability of our nega-
tive embedding, we present additional generation results of
ControlNet under various conditions and the outputs from
different T2V models. As illustrated in Fig. 4 and Fig. 5,
our method can be seamlessly transferred to ControlNet and
other T2V models, demonstrating its adaptability and ef-
fectiveness across diverse scenarios. For more intuitive vi-
sualizations, please refer to the accompanying video file,
video.mp4.

5.6. More Results of ReNeg

We provide additional visual results, as shown in Fig. 6. Itis
evident that the use of our negative embedding significantly
enhances the aesthetic quality of the generated images.
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