
DocLayLLM: An Efficient Multi-modal Extension of Large Language Models
for Text-rich Document Understanding

Supplementary Material

A. Pre-traing tasks
We adopt pre-training tasks as shown in Table A. These
tasks facilitate the alignment of layout and visual features
with the LLM’s feature space while enhancing the LLM’s
understanding of document content.

Task Description

Document Description Provide a brief overview of the document.
Text and Box Reconstruction Recover the coordinates of bounding boxes of

all the OCR text.
Layout Analysis Determine the layout type (e.g., Title, Author,

Paragraph, etc) of a giving area or locate
specific layout elements.

Table Analysis Decode the structure of tables and identify the
positions of elements within.

Mask Language Model Restore masked words in the provided OCR
text.

Mask Position Model Reconstruct the box for text elements missing
the coordinates of the bounding box.

Geometric Analysis Calculate distances or directions between two
specified text elements.

Table A. The training tasks during the pre-training stage.

B. More Implementation Details
We implement our DocLayLLM using Llama2-7B-Chat [9]
and Llama3-8B-Instruct [3]. The hyper-parameters for both
pre-training and supervised fine-tuning are detailed in Ta-
ble B. As shown in the table, our DocLayLLM demonstrates
efficiency, requiring fewer training resources while main-
taining high performance. This underscores the method’s
capability to deliver robust results without the need for ex-
tensive computational power, making it a resource-efficient
solution for text-rich document understanding tasks.

Parameters Pre-Training Supervised Fine-Tuning

LoRA Rank 64 64
Batch Size 512 64
Max Length 2560 2560
Precision bf16 bf16
Trainable

Parameters
170M/Llama2;
178M/Llama3

170M/Llama2;
178M/Llama3

Fixed
Parameters

6.7B/Llama2;
8.0B/Llama3

6.7B/Llama2;
8.0B/Llama3

Learning Rate 1e-4 2e-5
Weight Decay 0.01 0.01
Scheduler cosine cosine
Adam Betas [0.9, 0.999] [0.9, 0.999]
Adam Epsilon 1e-8 1e-8
Epoch 1 3

Table B. Hyper-parameters of DocLayLLM.

C. More Qualitative Examples
We also provide additional qualitative examples of our
DocLayLLM. As shown in the comparison between Do-
cLayLLM and the SOTA OCR-free method DocOwl 1.5 [2]
in Figure Aa, our DocLayLLM demonstrates superior doc-
ument understanding capabilities, delivering accurate an-
swers in examples from InfoVQA and VisualMRC. Fur-
thermore, in the DeepForm example, we observe that our
design to integrate OCR information helps reduce the occur-
rence of hallucinated outputs compared to OCR-free meth-
ods. Moreover, in the examples from DocVQA and WTQ,
DocLayLLM reliably exhibits robust table comprehension
abilities. These results collectively highlight the effective-
ness of our design in incorporating OCR information.

Furthermore, we also present the results of whether
Table-Structure-Aware CoT is used during the pre-training
stage. As shown in Figure Ab, models incorporating CoT
demonstrate a more comprehensive understanding of table
structures, leading to more accurate and thorough answers
in table-related downstream document understanding tasks.
This validates the effectiveness of our proposed CoT pre-
training approach.

Additionally, we visualized the outputs with and with-
out the use of CoT Annealing. As shown in the visualiza-
tion of VisualMRC in Figure Ac, DocLayLLM employing
CoT Annealing tends to provide more straightforward and
accurate answers. This is particularly evident in yes-or-no
questions, where the model without CoT Annealing often
fails to directly respond with a clear ”yes” or ”no” but re-
peats the sentence in the document where the answer is lo-
cated. In contrast, the model using CoT Annealing typically
provides a direct answer first, followed by an explanation.
These observations indicate that CoT Annealing enables the
model to answer questions more directly, thereby enhancing
its performance.
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Which lobule in the 
rats is studied? 

Peripotal lobule

Ground Truth:  Liver Lobule

Liver Lobule

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

DocVQA

How many nos. of 
faculties can be listed 

in part B in first 
column?

9

Ground Truth:  10

10

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

DocVQA

What percentage of 
men use LinkedIn?

80%

Ground Truth:  24%

24%

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

InfoVQA

What is the goal of 
this page? 

The goal of this page is to help 
you understand the kind of 

questions you would be asked in 
your presentation.

Ground Truth:  To build a strong 
coalition of digital freedom 
advocates, with a specific focus on 
international intellectual property 
initiatives that impact national 
policies and laws and restrict users' 
rights and impede access to 
knowledge.

The goal of this page is to 
build a strong coalition of 
digital freedom advocates.

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

VisualMRC

What is the value 
for the advertiser?

POL/MICHAELBLOOMBERG/
PRESIDENT/US/DEM

Ground Truth: 
POL/MICHAELBLOOMBERG/PRE
SIDENT/US/D

POL/MICHAELBLOOMBERG/
PRESIDENT/US/D

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

DeepForm

What is the first 
name listed?

Olympic

Ground Truth: Acadia

Acadia

DocOwl 1.5

DocLayLLM
(Ours)

User

🗸

×

WTQ

(a) Qualitative comparisons with DocOwl 1.5 [2] across various benchmarks. The document-oriented VQA tasks include InfoVQA [5], VisualMRC [8], and
DocVQA [4]; the KIE task includes DeepForm [7]; and the Table Understanding task includes WTQ [6].

How many rows and 
columns are present 

in the table?

14 rows and 3 columns.

Ground Truth:  15 rows and 3 
columns.

w/o CoT
Pre-training

w/ CoT
Pre-training

User

🗸

×

Pre-training
Table Analysis
Task

Morocco, Turkey.

Ground Truth:  Morocco, Turkey, 
Tunisia.

Morocco, Turkey, Tunisia.

w/o CoT
Pre-training

w/ CoT
Pre-training

User

🗸

?

Step 1 :All the headers are: 
[“”, “Number”, “Range”].

Step 2: Column 1 of 
each row are: [“”, “No. of …”, …].

Final Answer: 15 rows and 3 columns.

Which countries did not 
win any bronze medals? 

Directly answer.

Colosimo, Culina, Elrich, 
Griffiths, Skoko, Zdrilic.

Ground Truth:  Cahill, Colosimo, 
Culina, Elrich, Griffiths, Skoko, 
Zdrilic.

Cahill, Colosimo, Culina, Elrich, 
Griffiths, Skoko, Zdrilic.

w/o CoT
Pre-training

w/ CoT
Pre-training

User

🗸

?

Players who scored 
at most 1 total goal?
Directly answer.

WTQWTQ

(b) Qualitative comparisons between the use and absence of CoT Pre-training. w/o Pre-training indicates the absence of CoT at the pre-training stage,
while w/ CoT Pre-training denotes its application. “?” represents that the answer is ambiguous.

Which caribbean
country needs a visa?

Grenada requires a visa for 
citizens of certain countries.

Ground Truth:  Cuba

Cuba.

w/o CoT
Annealing

w/ CoT
Annealing

User

🗸

×

VisualMRC

Does Murmansk 
harbour freeze in 

the winter?

Unlike Arkhangelsk on the 
White Sea, its harbor does 

not freeze in winter.

Ground Truth:  No, Murmansk 
harbour does not freeze in the 
winter.

No, Murmansk harbour does 
not freeze in the winter.

w/o CoT
Annealing

w/ CoT
Annealing

User

🗸

?

VisualMRC

Was Sylhet 
conquered by 

Muslims?

Before the conquest by the 
Muslims, it was ruled by local 

chieftains.

Ground Truth:  Yes, it was.

Yes, Sylhet was conquered 
by Muslims.

w/o CoT
Annealing

w/ CoT
Annealing

User

🗸

?

VisualMRC

(c) Qualitative comparisons between the use and absence of CoT Annealing. w/o CoT Annealing indicates the absence of CoT Annealing, while w/ CoT
Annealing denotes its application. “?” represents that the answer is ambiguous.

Figure A. Further qualitative comparisons of DocLayLLM against the SOTA OCR-free method and under various settings.

D. Input Length Analysis

In our ablation study, we evaluated the performance of dif-
ferent methods for incorporating OCR information. This
section further examines the input length of OCR informa-
tion under various approaches. The analysis was conducted
using Llama3 [3] as the base model, with its tokenizer ap-
plied for tokenization. Table C presents a comparison of

the average input length of OCR information across several
benchmarks under two configurations: (I) encoding OCR
bounding box coordinates as plain text, following the ap-
proach of ICL-D3IE [1], and (II) encoding OCR bounding
box coordinates using a layout embedder LE.

The results clearly show that encoding with LE signif-
icantly reduces the input length, thereby enhancing effi-
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ciency during both training and inference. These findings
underscore the efficiency of our proposed DocLayLLM.

Input
Method

Document-oriented VQA KIE
DocVQA VisualMRC DeepForm KLC

(I) 1571.80 6269.17 4952.87 457.58
(II) 455.17 2095.35 1198.97 125.40

Table C. The average input length of OCR information across var-
ious benchmarks, comparing different ways to input OCR bound-
ing box coordinates.

E. OCR Result Impacts
Since DocLayLLM requires OCR result input, we explored
the impact of OCR quality on the performance of Do-
cLayLLM. In the results presented in the main text, we used
the official OCR results when evaluating on the DocVQA
benchmark. To assess the model’s applicability in real-
world scenarios, we employed a commercial OCR engine 1

to process DocVQA and used the recognized text for fur-
ther testing DocLayLLM’s performance. The results in
Table D suggest that the reported results in the main text
have not fully reflected the potential of DocLayLLM. The
model could achieve even better performance with real-
world OCR results.

Furthermore, as illustrated in Figure B, we observed that
when OCR errors occur, DocLayLLM has the capability to
correct these errors and produce the final correct answer.
This further substantiates the robustness of DocLayLLM in
real-world scenarios.

What is the name of 
the company 

according to the logo?

ITC Limited

OCR results:
[“ITC Limaited”, 
“Notes to the Financial Statements”,
…]

Ground Truth:  
ITC Limited

DocLayLLM

User

🗸
Figure B. Illustration of DocLayLLM’s OCR error correction ca-
pability.

1https://www.textin.com/

ANLS↑
Official OCR 86.52
Commercial Engine 87.52

Table D. Performances of DocLayLLM on DocVQA benchmark
with different OCR results.
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