Using Powerful Prior Knowledge of Diffusion Model in Deep Unfolding Network
for Image Compressive Sensing

Supplementary Material

1. Proof of Theorem 1

Let’s write the assumptions again here:

Assumption 1. The Gaussian sensing matrix ® ~
N(0,I/M). The sensing rate § = M /N € R(0, 1), where
M,N — +o00. The denoising function n.(-) is Lipschitz
continuous, with t € N.

Assumption 2. The neural network pg(xi—1 | X¢) is a per-
fect denoiser, meaning pg(xi—1|%:) = q(X¢—1|%¢,X0)-
Consequently, x; ~ N (yagx,(1 —ay)I) forall t € N.

Assumption 3. A perfect Gaussian filter exists and is
represented by Dy(-). The distribution q(D¢(d;)|d;)
NG x, (1 — Jag) 1), where dy ~ N(/arx, (1 —
Vai) 1/6).

AMP gives the following iterative formula to reconstruct
the image with the iteration starts from ¢ = +o0 and ends
when ¢t = 0, and the final answer x( will be converged to
ground truth:

=y — ®x; + upyr div (heyr) /M
h; = <I)Tut—|-Xt M
Xi—1 = nt(ht)

and the iterative formula approximately follows the follow-
ing state evolution:

ht NN(X;U?I/(S)
o7y = E{[m) —x*}

Let ot(ut+1,ht+1) = ‘I’T Ust1 divnt(ht+1), and the
AMP iterative formula in Eq. (1) can be rewritten by the
following formula:

@)

St = Xt — ‘PT(‘I’Xt - Y)
hy = s; 0 (upp1, higr) 3)
Xt—1 = ﬂt(ht)

To avoid any confusion of symbols, herein we rewrite
Eq. (3) as follows:

St =X¢ — ‘I’T(‘I’it -y)
hy = 8; + 0i(usq1,hep1) 4)
X1 = ﬁt(ht)
where the state evolution of the above formula is as follows:
h; ~ N(x,571/6)

57y ZE{[Ut(flt) —X]z} ©

We define n;(h;) := po(x¢—1 |Di(/a: hy))//ar—1, and
in light of Assumption 2 and 3, it is known that

po(x¢ | De(v/at hy)) /J/ar—1 ~ N(x, 1;1:1 I). Hence, ac-

1—ap—1

cording to Eq. (5), we have 62 | = s Letxy =
VauXy, 8¢ = /uS, and substitute into Eq. (4), we obtain:

st =x—/a, @ (&% —y)
Vaghy = s; +/a0i(uey1, hyyq) (6)
Xt—1 = Pe(thl \Dt(\/éé»t ht))
and the state evolution can be rewrite as follows:
a71 =E{[po(xs—1 D (Varhy)) /a1 — x]*}

1

= Tl]E {lpo(x¢—1 |De(Var he)) — Va_1 x]*}
t—

(7

define o, := /&6, we can get the following equation:

Varhy ~ N(Vaix,071/6)
o7 1 =E{[po(xs—1 |Di(Varhy)) — Va1 %)%}

Finally, define r; := D;(y/a:h:), and substitute into
Eq. (6) and (8) to obtain the following Theorem:

®)

Theorem 1. Suppose Assumption I, 2, and 3 hold, we de-
duce the iterative representation of diffusion message pass-
ing (DMP) algorithm as follows:

St = X —@QT(‘I’Xt -y)
r; = Dy[st +v o (g1, hyg)] 9
Xt—1 = pe(Xt—l |I“t)
where oy(Wgi1,hyqq) = &7 gy divey (hyg1) .Moreover,
it is possible to write out its state evolution:
ry ~ N(\/ a;y X, O'tz I)

10)
of 1 =E {[pG(Xt—l Ire) — Va1 X]Q} (
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