
Appendix
A. Visualization

A.1. Qualitative results

Fig. A1 and Fig. A2 showcase qualitative comparisons with
Atlantis on the D3 and D5 subsets of the Sea-thru [2] dataset
and the SQUID [3] dataset. All models trained on the Syn-
TIDE dataset, including AdaBins [4], NeWCRFs [8], Pixer-
Former [1], and MIM [7], consistently present better visual
results on underwater images compared with those trained
on the Atlantis dataset. Especially in the results of the first
two close-shot images in Fig. A1, the model trained on the
Atlantis dataset fails to clearly show the difference in dis-
tance between the ball and the background. In contrast, our
results match the ground truth closer, more distinctly dis-
playing the contrast between the ball and the background in
the image.
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Figure A1. Qualitative results on the Sea-thru dataset [2]. ’-A’
and ’-T’ denote models trained on Atlantis [9] and Our SynTIDE
dataset, respectively. The depth estimation results are notably im-
proved after training on our dataset. Due to the original ’Image’
being extremely dim, the content is hardly visible. To clearly dis-
play the content of ’Image’, we adjust its contrast and brightness
in this figure. These adjustments do not apply to any inference or
evaluation processes at the code level.

A.2. Zero-shot underwater depth data generation

Thanks to our training strategy, which fine-tunes the pre-
trained text-to-image model [5] using LoRA [6] with a mi-
nor low rank, we retain its strong generalization ability to
a certain extent. This enables TIDE to generate underwater
depth data for scenes and objects never seen during train-
ing, as shown in Fig. A3. Even when the provided text
prompts contain objects that do not exist in the real world,
such as Godzilla, TIDE can still generate seemingly rea-
sonable underwater image-depth pairs. However, this ca-
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Figure A2. Qualitative results on SQUID dataset [3]. ’-A’ and ’-T’
denote models trained on Atlantis [9] and Our SynTIDE dataset,
respectively. The depth estimation results are notably improved
after training on our dataset.

pability is particularly challenging for Atlantis [9], which
requires the depth map in advance as a condition.

B. Pseudo-code
To demonstrate the simplicity of TIDE and each compo-
nent, we provide pseudo code with PyTorch in Listing 1,
Listing 2, and Listing 3. These codes are simple and easy
to implement. The complete code to reproduce the experi-
ments will be made available before the conference.



An underwater photo of a Godzilla.

An underwater photo of a table.

An underwater photo of a UFO.

An underwater photo of an avocado.

An underwater photo of 
a huge underwater glacier.

Realistic, luxurious underwater hotel.

An underwater photo of a red crocodile.

An underwater photo of a penguin.

An underwater photo of a cat.

Figure A3. Representative zero-shot image-depth pairs synthesized by TIDE present strong consistency, diversity, and generalization.
Images of relevant categories are not included in the training data.



1 from torch import nn
2

3 class TAN(nn.Module):
4 def __init__(self, nhidden=1152, hidden_dim=256, time_hidden_dim=6912):
5 super().__init__()
6

7 self.gamma_mlp = nn.MLP(input_dim=nhidden, hidden_dim=hidden_dim, output_dim=nhidden)
8 self.beta_mlp = nn.MLP(input_dim=nhidden, hidden_dim=hidden_dim, output_dim=nhidden)
9 self.time_adaptive_scale = nn.Sequential(

10 nn.Linear(time_hidden_dim, 1),
11 nn.Sigmoid(),
12 )
13

14 def forward(self, x, time_embed, modal1_feats, modal2_feats=None):
15 if modal2_feats is not None:
16 gamma1, beta1 = self._forward(modal1_feats)
17 gamma2, beta2 = self._forward(modal2_feats)
18

19 gamma = (gamma1 + gamma2) / 2
20 beta = (beta1 + beta2) / 2
21 else:
22 gamma, beta = self._forward(modal1_feats)
23

24 sigma = self.time_adaptive_scale(time_embed)
25 out = x * (1 + sigma * gamma) + sigma * beta
26 return out
27

28 def _forward(self, modal_feats):
29 gamma = self.gamma_mlp(modal_feats)
30 beta = self.beta_mlp(modal_feats)
31 return gamma, beta

Listing 1. TAN PyTorch code. When multiple modal features are input, they share the MLP weights and average the multiple sets of
gamma and beta.

1 from torch import einsum
2 import torch.nn.functional as F
3

4 def ILS_Attention(attn, image_feats, text_feats, cross_attn_map=None):
5 query = attn.to_q(image_feats)
6 key = attn.to_k(text_feats)
7 value = attn.to_v(text_feats)
8

9 if cross_attn_map is not None:
10 hidden_states = einsum('b h l n, b h n c -> b h l c', cross_attn_map, value)
11 else:
12 hidden_states, cross_attn_map = F.scaled_dot_product_attention(query, key, value)
13

14 return hidden_states, cross_attn_map

Listing 2. The ILS Attention PyTorch code. ILS Attention is a component within the Transformer/MiniTransformer block in Listing 3.



1 from torch import nn
2 from pixart import PixartTransfomer, Transformer, MiniTransformer
3

4 class TIDE(PixartTransfomer):
5 def __init__(self, transfomer_layer=28, mini_transformer_layer=10):
6 super().__init__()
7 self.t2i_transformer = Transformer(num_layer=transfomer_layer)
8 self.t2d_transformer = MiniTransformer(num_layer=mini_transformer_layer)
9 self.t2m_transformer = MiniTransformer(num_layer=mini_transformer_layer)

10

11 self.D2M_tan_blocks = nn.ModuleList(
12 [
13 TAN(nhidden=1152, hidden_dim=256)
14 for _ in range(mini_transformer_layer)
15 ]
16 )
17 self.M2D_tan_blocks = nn.ModuleList(
18 [
19 TAN(nhidden=1152, hidden_dim=256)
20 for _ in range(mini_transformer_layer)
21 ]
22 )
23 self.DM2I_tan_blocks = nn.ModuleList(
24 [
25 TAN(nhidden=1152, hidden_dim=256)
26 for _ in range(mini_transformer_layer)
27 ]
28 )
29

30 self.dense_blocks_inject_pos = [0, 3, 6, 9, 12, 15, 18, 21, 24, 27]
31

32 def forward(self, hidden_states_image, hidden_states_depth, hidden_states_mask,
33 hidden_states_text, time_embed
34 ):
35 for block_index, t2i_block in enumerate(self.t2i_transformer.blocks):
36 hidden_states_image, implicit_layout = t2i_block(
37 hidden_states_image,
38 encoder_hidden_states=hidden_states_text,
39 time_embed=time_embed,
40 )
41 if block_index in self.dense_blocks_inject_pos:
42 id = self.dense_blocks_inject_pos.index(block_index)
43

44 hidden_states_mask = self.D2M_tan_blocks[id](
45 hidden_states_mask, time_embed, hidden_states_depth
46 )
47

48 hidden_states_depth, _ = self.t2d_transformer.blocks[id](
49 hidden_states_depth,
50 encoder_hidden_states=hidden_states_text,
51 time_embed=time_embed,
52 implicit_layout=implicit_layout,
53 )
54

55 hidden_states_mask, _ = self.t2m_transformer.blocks[id](
56 hidden_states_mask,
57 encoder_hidden_states=hidden_states_text,
58 time_embed=time_embed,
59 implicit_layout=implicit_layout,
60 )
61

62 hidden_states_depth = self.M2D_tan_blocks[id](
63 hidden_states_depth, time_embed, hidden_states_mask
64 )
65

66 hidden_states_image = self.DM2I_tan_blocks[id](
67 hidden_states_image, time_embed, hidden_states_depth, hidden_states_mask
68 )
69

70 image_noise_output, depth_noise_output, mask_noise_output = self.output(
71 hidden_states_image, hidden_states_depth, hidden_states_mask
72 )
73 return image_noise_output, depth_noise_output, mask_noise_output
74

Listing 3. TIDE PyTorch code. The entire code of TIDE will be made available before the conference.
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