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HOIGen-1M: A Large-scale Dataset for Human-Object Interaction
Video Generation

Supplementary Material

1. Overview001

In this supplementary file, we provide more implementation002
details about the dataset curation and the proposed caption003
method in Section 2. We also present the human evaluation004
on massive generated videos to verify the proposed metrics’005
alignment with human perception in Section 3. Additionally,006
in Section 4, we discuss the limitations and societal impact of007
our dataset. Finally, we offer more visual results in Section 5008
to support the conclusion and insights in the main paper.009

2. Implementation Details010

2.1. Dataset Curation011

In this section, we present more details of all process in the012
dataset construction. Table 1 presents our data processing013
pipeline, explaining how we identify one million high-quality014
HOI videos from an initial collection of eight million.015

Data Collection. Initially, we select three public datasets016
designed for HOI perception: BEHAVE [1], InterCap [5],017
and HOI4D [12], which have high resolution, and each clip018
showcases at least one HOI instance. However, these datasets019
only contain 22K valid videos, which is far from sufficient020
to support the training of large video generation models.021

To collect more HOI videos, we expand our dataset se-022
lection from HOI perception data to general videos. We023
incorporate five large-scale datasets for T2V generation:024
Panda-70M [2], ViSR [11], and Mixkit, Pixabay, and Pexels025
introduced in OpenSoraPlan [8]. By this means, we obtain026
about eight million raw videos. However, these videos are027
of varying quality and most of them contain non-HOI con-028
tent. Therefore, to filter high-quality HOI videos from such029
a vast corpus, we adopt a data processing pipeline that is030
introduced as follows.031

Metadata. We initially analyze video metadata, including032
duration, resolution, and frames per second (FPS). Videos033
are filtered to retain those exceeding one second in duration,034
with a resolution ≥ 720p and a frame rate ≥ 20 FPS.035

Optical Character Recognition. The DBNet++ [9]036
model is employed for optical character recognition to ex-037
clude video samples with over one text, which are considered038
as noises for the training of video generation models.039

Aesthetics Score. Video aesthetic scores are a key factor040
in determining the visual quality of videos. To ensure high-041
quality videos, we utilize the Laion Aesthetic Predictor 1 to042
assess the visual appeal of videos. Only those videos that043

1https://github.com/christophschuhmann/improved-aesthetic-predictor

Table 1. The pipeline of constructing HOIGen-1M.

Pipeline Tool

Optical Character Recognition DBNet++ [9]
Aesthetics Score LAION Aesthetics Predictor

Motion Score UniMatch [16]

Human Body Detection RTMPose Model [6]
Cartoon Style Detection ResNet-50 Binary Classifier [4]

LLM Evaluation PLLaVA [17] and Qwen2.5 [14]
Human Verification Volunteers

achieve high aesthetic scores are retained. 044
Motion Score. To further ensure video quality, we en- 045

hance video quality by computing smooth motion. Specially, 046
we employ UniMatch [16] to calculate the optical flow scores 047
of the videos. Videos with excessively high or low optical 048
flow scores are excluded, while those with moderate scores 049
are retained. 050

Human Body Detection. After the previous processing 051
steps, we have obtained high-quality video data, next we 052
introduce how to filter the data for human-object interaction. 053
The goal of this step is to exclude videos that lack human 054
body and show bodies that are too small. We first evenly 055
sampled five frames from each video and then employed 056
RTMPose model [6] to identify the whole body 2D keypoints 057
(133 keypoints) of human figures. Furthermore, we utilize 058
the detected results to classified the whole dataset into three 059
HOI categories: close-up hand interactions, single-person, 060
and multi-person. 061

Cartoon Style Detection. Despite previous filtering, we 062
observed some cartoon-style video clips remaining in the 063
dataset. These clips, being fictional, often depict interactions 064
that defy real-world physical laws. To exclude such videos, 065
we curated a dataset comprising 100 cartoon-style videos 066
and 125 realistic videos, segmented them into frames, and 067
employed these to train a ResNet-50 [4] as a binary classifier. 068
We then extracted two frames from each video and discarded 069
any video where both frames were recognized as cartoon- 070
style. 071

LLM Evaluation. To rapidly identify videos containing 072
HOI from a vast dataset, we initially employ PLLaVA [17] to 073
annotate videos and produce detailed captions. Subsequently, 074
we retain captions that include terms indicative of human 075
presence to filter out the videos without human. Then, we 076
ask the Qwen2.5 [14] whether there is interaction in these 077
captions using a predefined question and require the LLM 078
to explain the reason behind its answer. The advantage of 079
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determining whether there is HOI from captions is that cap-080
tions are an essential part of the generation process, and text081
tokens are fewer than video tokens, thereby reducing the082
overall computational cost.083

Human Verification. Ultimately, to ensure the high qual-084
ity of the dataset, we enlisted seven volunteers to manually085
check the remaining videos that showcases HOI. Specially,086
volunteers were asked to scan videos to remove these featur-087
ing inconspicuous human-object interactions and minimal088
object visibility.089

2.2. Video Captioning with MoME090

We design the Mixture-of-Multimodal-Experts (MoME) to091
eliminate the hallucination by individual MLLM. In sum-092
mary, MoME first adopts two captions and one decision093
expert to detect the hallucination. Then, an additional set of094
decision experts and caption experts is introduced to elimi-095
nate these hallucinations.096

The complete prompt for three caption experts (e.g.,097
PLLaVa [17], Qwen2-VL [15]), and LLaVA [10] is shown098
as followings:099

Please describe the content of this video in as much
detail as possible, including the people, objects, colors,
scenery, environment, and camera movements within
the video. Focus on describing the interaction between
people and objects in the video, such as what actions
people take, changes in the position or shape of objects,
etc. Please describe the content of the video and the
changes that occur, in chronological order. The descrip-
tion should be useful for AI to re-generate the video.
The description should not be less than six sentences.

We adopt Llama3.1 [3] to act as a decision expert, where100
the prompt for determining hallucinations is as follows:101

You are an AI assistant to check whether the given
descriptions are about the same video. You will be pro-
vided with a description <A> and another one <B>.

Please pay attention to the objects, attributes, and
other relationships mentioned in these descriptions. Fi-
nally, make a judgment on whether these two descrip-
tions are from the same video. Please ignore some of
the very detailed differences. Please answer Yes or No
first, and then explain the reason.

For example:
No, The main object in description A is an apple,

but the object in description B is a pear.
Yes, The main objects in these two descriptions are

consistent, both depicting scenes where an apple is
placed on a table.

If the hallucination exists, the prompt used for the deci- 102
sion expert to eliminate the hallucination is as follows: 103

You are an AI assistant and need to choose a description
of a video. You will be given a description <A>, a
description <B>, a description <C> and a difference
<D>.

Descriptions A, B, and C are detailed descriptions of
the same video. Difference D explains the differences
between the objects, properties, and other relationships
mentioned in description A and descrip tion B. Descrip-
tion C gives a more accurate description of the objects
in the video. Your task is to choose from Description A
and Description B the one that more closely matches
the description of the object and property in Description
C.

You only need to answer “A” or “B”. If descriptions
A, B, and C are all completely different (ignoring very
detailed points), answer “None”.

If there is no hallucination, the prompt used for decision 104
expert to choose a better caption is as follows: 105

You are an AI assistant that needs to pick the descrip-
tion of one video. You will be given a description <A>
and a description <B>.

Descriptions A and B are detailed descriptions of
the same video. Your task is to select a description from
description A and description B. The requirement is for
a more detailed and accurate description of the video,
e.g., a more detailed and specific description of people,
objects, scenes, colors, environments, state changes,
human actions, and human-object interactions.

You only need to answer “A” or “B”.

3. Human Evaluation on Generated Videos 106

To validate the proposed evaluation metrics’ alignment with 107
human perception, we conduct human preference annota- 108
tions on massive generated videos. 109

Data Preparation. Given a prompt pi, and six models 110
to be evaluated {A,B,C,A’,B’,C’}, including three open- 111
sourced T2V models and corresponding models fine-tuned 112
on our dataset, we employ each model to produce a video, 113
constructing a set of videos Si = {Vi,A, Vi,B , Vi,C , Vi,A′ , 114
Vi,B′ , Vi,C′}. For every prompt pi, we create pairs of videos 115
in pairwise combinations, resulting in three pairs: (Vi,A, 116
Vi,A′ ), (Vi,B , Vi,B′ ), (Vi,C , Vi,C′ ), and ask human annotators 117
to judge their preferred video for each pair. Within the our 118
proposed framework, a prompt suite of N prompts produces 119
N×3 pairwise video comparisons. The sequence of videos in 120
each pair is shuffled to guarantee unbiased labeling. 121
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Table 2. The result of human preference annotation.

Methods
Coarse

HOIScore
Fine

HOIScore
Win
Ratio

OpenSora [19] 31.86% 91.86% 30.32%
Fine-tuned 35.38% 94.91% 69.68%

CogVideoX-2B [18] 31.34% 92.06% 35.23%
Fine-tuned 39.13% 93.82% 64.77%

CogVideoX-5B [18] 32.84% 94.25% 32.86%
Fine-tuned 44.04% 96.04% 67.14%

Human Annotation Rules. Specifically, human annota-122
tors are instructed to focus solely on the particular evaluation123
dimension of interest and choose the video they prefer. For124
instance, regarding the CoarseHOIScore, the question is125
“Does the video exhibit the people, objects, and correspond-126
ing interaction in the prompts?”. Annotators are asked to127
concentrate only on whether the generated video’s content128
aligns with the interaction, disregarding other quality factors129
such as background consistency. For each metric, we metic-130
ulously prepare guidelines and train the human evaluators131
to comprehend the definition of the metric. For example,132
CoarseHOIScore pay more attention on the rough exist of133
the interaction while FineHOIScore concentrates on the de-134
tails of interaction, such as the contact distance between135
the humans and objects. We also conduct two rounds of136
post-labeling checks to ensure the annotation quality.137

Human Annotation Results. After performing a large-138
scale human annotation, we calculate the win ratio between139
the original model and the fine-tuend models. In pairwise140
comparisons, if a model’s video is chosen as superior, the141
model receives a score of 1, while the other model receives a142
score of 0. In the event of a tie, both models earn a score of143
0.5. The win ratio for each model is determined by dividing144
the total score by the total number of pairwise comparisons145
in which it participated. We present the result of human146
preference annotations (e.g., win ratio) and in Table 2. We147
can see that all fine-tuned models achieve a higher win ratio,148
which is consistent with achieving a higher HOI score. The149
above observation validate that our evaluation metrics can150
faithfully reflect human perception.151

4. Discussion152

4.1. Data Availability Statement153

We are committed to maintaining transparency and compli-154
ance in our data collection and sharing methods. According155
to this principle, we have adhered to the following rules:156

Public Data Sources: The data utilized in our work is pub-157

licly available. We do not rely on any exclusive or confiden- 158
tial data sources. 159

Data Distribution Policy: Our policy on data distribution 160
builds upon the precedent set by previous works like Kinetics, 161
InternVid, and others. Rather than offering the original raw 162
data, we only provide the YouTube video IDs necessary for 163
downloading the relevant content. 164

Usage Rights: The data released by us is solely for academic 165
and research purposes. This agreement does not authorize 166
any commercial use. 167

Compliance with YouTube Policies: Our methods for col- 168
lecting and disseminating data are fully compliant with 169
YouTube’s privacy policies. We ensure that no personal data 170
or privacy rights are compromised during the process. 171

Data Licensing: We employ the protocol of CC BY 4.0. 172

4.2. The Potential of HOIGen-1M 173

While HOIGen-1M is designed for video generation, it still 174
has great potential in HOI perception. For example, HOIGen- 175
1M contains over 15,000 objects and more than 7,000 interac- 176
tion action types, which significantly extends the categories 177
of existing HOI detection datasets. Consequently, it is a 178
golden testbed for HOI perception, such as open-vocabulary 179
HOI detection. Besides, This dataset also has the potential to 180
be utilized for training robotic arms to interact with objects, 181
facilitating the development of embodied AI. 182

4.3. Ethical Issues 183

There are three main ethical issues of this paper: 1) privacy, 184
2) data bias, and 3) human annotation bias. For the first 185
issue, the dataset will be distributed only for research pur- 186
poses and we do not plan to provide the original raw data. 187
To eliminate data bias, we select the videos from multiple 188
sources, including YouTube, movies, sports competitions, 189
public area surveillance, etc. To reduce human annotation 190
bias, we first recruit annotators from diverse backgrounds, 191
including academia and industry, to ensure the diversity of 192
the annotation team. Moreover, we provide a clear annota- 193
tion guide and conduct regular calibration tests to ensure 194
consistent understanding of the annotation standards. 195

5. Visual Results 196

In this section, more visual results are provided in order 197
to verify the effectiveness of HOIGen-1M. We show the 198
results of CogVideoX [18] and its fine-tuned version on 199
HOIGen-1M, as well as two commercial models: Gen3 [13] 200
and Kling1.5 [7]. For video comparisons of more models 201
please watch our supplementary video. 202

Dashed boxes of different colors in the below figures 203
indicate that the content does not match the corresponding 204
cue, and solid boxes indicate that the content matches. 205
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Prompt: <Human> A person in a cozy kitchen, wearing a soft, oversized sweater, <HOI> approaches a sleek, stainless steel microwave. 
The person’s hand, adorned with a simple silver ring, reaches out to grasp the microwave handle. As she opened the microwave door, 
<Scene> a bowl of steaming soup is revealed inside. The kitchen is warmly lit, with wooden cabinets and a marble countertop. The 
camera captures the gentle steam rising, reflecting a moment of anticipation and comfort in her home.
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Figure 1. A person is opening a microwave door. Our generated video is the only one that generates the smooth interaction, which follows
the physical law of the real world. Details in the prompt, such as the hand with a ring and the steaming soup, are also shown in full.

Prompt: <Human> A person in a cozy, oversized sweater and jeans stands beside a sleek, black SUV parked on a suburban street lined 
with autumn trees. <HOI> He carefully lift a large, brown cardboard box, his face showing a mix of concentration and determination. He 
grips the box with both hands and bends down to place it in the trunk of the car.  <Scene> Inside the trunk is neatly stacked various 
items, including a colorful picnic blanket and a basket. Golden leaves gently fall creating a warm and picturesque moment.
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Figure 2. A man lifts and places a box in the trunk of the car. Our method generates the whole actions, including lifting and placing in, as
well as detailed scenarios, such as a blanket and basket inside the trunk.
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Prompt: <Human> A lively individual stands on a breezy hilltop, wearing a vibrant red jacket, jeans, and sneakers, <HOI> holding a 
colorful kite with a long, flowing tail. <Scene> The sky is a brilliant blue with scattered fluffy clouds. <HOI> As the person runs forward, 
the kite catches the wind and begins to soar. The scene is a wide shot, showing the kite dancing gracefully in the wind, <Action> with 
the person below, arms raised in triumph.
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Figure 3. A person is running and flying a kite. Our approach successfully generates not only the interaction between the person and the kite,
but also the wide shot as well as the action of the person raising his arms high.

Prompt: <Human> A stylish individual stands on a bustling city street, dressed in a tailored gray coat, black trousers, and polished 
shoes, <HOI> holding a vintage leather suitcase with brass accents. <Scene> The scene transitions to a close-up of his hand gripping the 
suitcase handle, revealing a silver watch on his wrist. <Action> Next, he is seen walking briskly past a row of charming cafes and 
boutiques, the suitcase swinging slightly with each step. 
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Figure 4. A man is carrying a suitcase and walking on the street. Our method successfully follows the scene transitions in the prompt:
“close-up of his hand gripping the suitcase handle”, and eliminates the unreasonable interactions of the CogvideoX-5B.
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Prompt: <Human> A skilled skateboarder, dressed in a black hoodie, ripped jeans, and white sneakers, <HOI> performs a flawless 
kickflip in a bustling urban skate park. <Scene> The camera captures the skateboard spinning through the air, highlighting the focus and 
skill of the skateboarder.  As the skateboarder lands smoothly, the surrounding cheering onlookers add to the vibrant atmosphere. 
Finally, the skateboarder rides away confidently, the sun setting in the background, casting a golden glow over the entire park. 
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Figure 5. A complex interaction: kickflip with a skateboard. Our generated video maintains the best consistency in skateboarding. In addition,
compared to CogvideoX-2B, our video also enhances the details of human and environments.

Prompt: <Scene> A serene orchard bathed in golden sunlight, <Human> where a woman in a straw hat and a light linen shirt <HOI> 
reaches up to pluck a ripe orange from a lush, green tree. The woman carefully twists the orange off the stem <Action> with a 
contented smile on her face. She then places the orange into a woven basket. The camera switches to a close-up shot of the basket 
filled with other freshly picked oranges, emphasizing the joy of the harvest.
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Figure 6. A woman is twisting the orange off the stem and placing the orange into a woven basket. Our method performs well on twisting,
placing, and shot switching.
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Prompt: <Human> A young woman with long, flowing hair and a casual outfit, including a white t-shirt and jeans, stands in a cozy, 
warmly lit kitchen. <HOI> She holds a freshly baked pizza close to her face, eyes closed, and a blissful smile spreading across her lips as 
she inhales the rich aroma.  <Scene> The pizza, topped with vibrant ingredients like fresh basil, ripe tomatoes, and melted mozzarella, 
steams gently, adding to the inviting atmosphere. 
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Figure 7. A woman is smelling Pizza. Other methods do not generate the action correctly, generating eating pizza or showing pizza to the
camera.

Prompt: <Human> A young athlete, dressed in a vibrant red jersey and black shorts, stands on a lush green soccer field, poised to kick 
a bright soccer ball. <HOI> As he swings his leg forward, the camera captures the intensity of the moment, focusing on his muscles and 
movements. Then he kicks the soccer ball with precision.  <Scene> The scene transitions to a close-up of the soccer ball flying and 
spinning in the clear blue sky. The sun casts a golden glow.
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Figure 8. A young athlete is kicking a bright soccer. The video we generated not only correctly shows the full action of the kick, but also
shows the precise scene transitions from the young athlete to the close-up of the soccer ball.
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