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1. Automatic Dataset Generation

Capturing large, high-quality training datasets of real-world
plants is universally recognized as challenging [10]. For
trees in particular, even high-precision LiDAR scanners are
unable to fully scan their intricate branching details due
to significant occlusion. Hence, synthesizing plant models
with fine details has become a common choice for dataset
acquisition in various plant-related tasks, such as foliage
segmentation [2] and point cloud reconstruction [5, 10].

For network training, we automatically generate a large
number of realistic 3D plant models from scratch based on
parametric L-system technique [17] and self-organization
growth [12]. The L-system, widely used in the game and
movie industries, stands out as a powerful method for cre-
ating random, natural-looking plant models. It biologically
simulates the plant structures and growth patterns of var-
ious species through a set of structural rules, which are
typically represented as a sequence of algorithmic symbols
(Fig. 1(a)). By randomly selecting procedural parameters,
a large number of variants of the same species can be ob-
tained efficiently. For example, Fig. 1(b) shows three syn-
thetic plant models generated by the same species rules.
Meanwhile, when synthesizing the plant models, we can
also jointly collect other training data, including plant im-
ages, segmentation masks, and corresponding box hierar-
chies (see Fig. 2).

To make our synthetic images more photo-realistic, we
employ the physically based rendering (PBR) technique
along with global illumination (GI). We render the plants
with varying lighting and material settings, and position the
camera at random pitch angles and distances. Additionally,
as shown in Fig. 3, we randomly add backgrounds to the
images. The backgrounds of outdoor and indoor scenes
are sourced from two common image datasets: ImageNet
[1] and MIT-Indoor-Scene dataset [13]. As part of data
augmentation, we dynamically apply post-processing tech-
niques (e.g., Gaussian blur and film grain) to the synthetic
photographs during the training process.

As a result, we synthesized a training dataset containing
12 tree species (e.g., Maple, Oak, Cherry), and 9 common

Figure 1. We use L-system to automatically synthesize a large
dataset of realistic 3D plant models. (a) The L-system rules define
the growth pattern algorithmically. (b) Two Birch trees generated
using the same species rules. (c) A real photo of a Birch tree is
provided for visual comparison.

Figure 2. Two synthetic plant variations generated by the same
species settings. Their mask images and hierarchical boxes can be
simultaneously collected during synthesizing these plant models.

Figure 3. Examples of the synthetic photographs and their cor-
responding ground-truth segmentation masks. We render plants
with different camera transformations, including changes in pitch
angles and camera distance, to enhance diversity.

houseplant species (e.g., Anthurium, Monstera Deliciosa,
Pilea Peperomioides). We trained each species separately.
There are 2k unique plants for each species in the training
set, with another 1k plants for validation and testing.
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Figure 4. More results of houseplants from real photographs.

Figure 5. More results of outdoor trees from real photographs.

2. Experiments
2.1. More Results
In Fig. 4 and Fig. 5, we provide more reconstruction results
for houseplants and trees, respectively. The results demon-
strate that our method can effectively produce realistic 3D
plant models from the single images. Table 1 reports the
statistics for computing time and decomposition complexity
of several reconstructed plants. Overall, our method takes
about 158ms on average to infer box structures using our
neural network, and 0.79s for synthesizing the final detailed
3D meshes. Thus, the entire reconstruction process is exe-
cuted with high efficiency.

Table 1. Statistics of several resulting plant models in Fig. 4 and
Fig. 5. TimeHD is the time for the hierarchical decomposition of
box structures; TimeGC is the time for the geometry construction
of final 3D plant models; NumBX is the number of terminal boxes
in the most fine-grained box structures. The upper half of the table
is for houseplants, while the lower half is for outdoor trees.

Target Plant TimeHD TimeGC NumBX

Fig. 4(a) 145ms 0.13s 16
Fig. 4(b) 161ms 0.17s 27
Fig. 4(c) 159ms 0.29s 26
Fig. 5(a) 172ms 1.24s 36
Fig. 5(b) 168ms 1.86s 33
Fig. 5(c) 146ms 1.08s 24

2.2. Ablation Study
We conducted an ablation study to analyze the individual
designs of our network. (1) We first examine a variant that
directly infers the complete box structure only in a single
step from the initial latent vector encoded by the image fea-
ture network IFN , rather than expanding the hierarchies
progressively. In this case, we increase the number of output
boxes for Decg to 64, so accordingly the network will face
much higher pressure in predicting more nodes and edges
simultaneously and accurately. (2) We also compare with a
variant that removes the edges in the graphs, where the sub-

Table 2. Ablation Study. We compare our full network to two ab-
lated versions: without progressive decomposition and edge con-
nections, respectively. We use the Chamfer and Hausdorff dis-
tances to measure the reconstruction quality of the box structures
for the plants in test dataset.

Condition Chamfer Dist ↓ Hausdorff Dist ↓
w/o progressive 0.138 (±0.042) 0.242 (±0.106)
w/o edges 0.095 (±0.026) 0.162 (±0.084)

Full network 0.073 (±0.019) 0.113 (±0.051)



Table 3. Quantitative comparison on real-world plants. We
compute the reconstruction error (Err) and completeness score
(Comp) on the real-world plants in Fig. 6, and compare our
method with several recent single-image-based reconstruction ap-
proaches. We use the dense 3D point cloud P as the approximate
ground truth for the plant. The Err is the average distance of the
points in P to the reconstructed 3D mesh. The Comp is the per-
centage of the points in P that have a distance of less than a given
threshold x to the reconstructed mesh. We report the complete-
ness at three threshold values, i.e., 0.10, 0.05, and 0.02. For con-
venience, the heights of all plants are normalized to 1.00. The
results show that our method achieves the best performance.

Methods Err↓ Comp ↑
x = 0.10

Comp ↑
x = 0.05

Comp ↑
x = 0.02

Ours 0.085 78.53% 24.86% 7.20%
One-2-3-45[8] 0.124 37.46% 10.39% 6.51%
Wonder3D[11] 0.149 28.59% 9.14% 5.07%

One-2-3-45++[9] 0.136 32.74% 11.25% 6.84%
GeoWizard[3] 0.384 12.63% 4.49% 1.68%

LN3Diff[7] 0.203 19.15% 5.90% 2.77%
DreamGaussian[18] 0.157 25.60% 8.37% 4.39%

decoder Decg only infers the graph nodes for the next de-
composition step, without edge connections. Table 2 shows
the results under different settings. Both ablated variants
result in a significant decline in performance.

2.3. Comparison

In this section, we provide more comparison studies against
existing single-view-based methods, and even multi-view-
based methods. Moreover, quantitative measurements are
also included.
Comparison to Single-view-based Methods. In Fig. 6, we
use several real-world plants to compare our approach with
recent single-view based techniques [8, 11, 18]. After re-
constructing the 3D plant models from one image, we then
observe the reconstructions from another camera view. The
input photographs of plants were captured on site using a
smartphone camera.

To quantitatively evaluate the reconstructions, we use
Colmap [14] to capture dense 3D point clouds for the plants
in Fig. 6, serving as approximate ground truths. Then, in-
spired by prior works on point cloud reconstruction [10, 15],
we adopt two metrics to assess the reconstruction quality,
i.e., reconstruction error and completeness score. Table 3
presents a comparison of the results for these metrics across
different methods. The reconstruction error (Err) is the av-
erage distance of the points in the dense point cloud P to
the reconstructed plant mesh M ′. The completeness score
(Comp) represents the percentage of the points in P that
have a distance of less than a given threshold x to the recon-
struction M ′. We report the completeness at three thresh-
olds (x = 0.10, 0.05, 0.02), to obverse how much of the

Figure 6. Comparison to single-image based reconstruction
methods on real-world plants. For each plant, we reconstruct
the 3D models from the front view (the first row), and then eval-
uate the reconstructions from another different view (the second
row). From left to right, we show the results of (a) our method,
(b-c) two recent diffusion-based approaches[8][11].

area was reconstructed within various degrees of accuracy.
For convenience, all plant models were normalized to a
maximum height of 1.0 in advance. The results in both
Fig. 6 and Table 3 demonstrate that our method can yield 3D
plant models with higher geometric quality and consistency
than existing single-view-based reconstruction methods in



Figure 7. Comparison with more single-view-based methods using a challenging tree shape. (a) Our method can produce realistic
3D tree models with high geometric quality. (b) Previous methods [8][18][11][3][7][9] all produce bubble-shaped 3D meshes for trees,
limiting their use in practical 3D applications such as games.

generative AI.
Fig. 7 further compares with more single-view-based

methods proposed in recent two years [3, 7–9, 11, 18] using
a complex tree shape, which has distinct holes and long ex-
tended branches. These methods typically follow a similar
strategy: they first use diffusion models to synthesize novel
views, and then optimize 3D shapes in NeRF-like styles.
While these approaches are effective for smooth-surfaced
objects, they fail to represent shapes with complex topolo-
gies and inner details. Thus, when applied to leafy trees,
these methods often produce watertight, bubble-shaped ge-
ometries, which cannot meet the requirements for realistic
3D assets in practical applications (e.g., games).

Additionally, Fig. 8 visualizes the underlying geome-
tries of our method more clearly, and compares with a re-
cent state-of-the-art method (i.e., One-2-3-45++ [9]). Our

Figure 8. Underlying Geometry Quality. We further compare
the geometry details more clearly. (a-c) A tree. (d) A houseplant.

method not only preserves significantly finer geometric de-
tails but also produces structured topology, ensuring direct
compatibility with downstream applications in computer
graphics.

Extra Comparison to Multi-view-based Methods. Re-
construction from multi-view images can directly leverage
multi-view stereo techniques to generate 3D point clouds
for guiding the subsequent 3D modeling process, making
it easier compared to using a single photo alone. Nonethe-
less, we also conduct additional comparisons with two
recent multi-view-based approaches, each specialized for
houseplants [5] and trees [4], respectively.

Fig. 9(a) first compares our method with a recent CVPR
paper [5] that utilizes a neural network to predict small 3D
houseplants from multi-view photographs. However, this
approach only produces stroke-like 3D skeletons rather than
the complete 3D plant geometries. Fig. 9(b) compares with
another recent work [4] for reconstructing outdoor trees
from multi-view images. In contrast, our method only re-
quires a single view as input while still achieving a good
resemblance to the given photograph. Furthermore, unlike
their methods, which are specifically tailored to a single
plant category, our approach can adapt to the reconstruction
of both houseplants and outdoor trees at the same time.

3. Extended Applications

Not limited to image-based 3D generation, the hierarchical
box representation used in this paper can be extended to
support a wider range of tasks in plant modeling. Below,
we briefly explore its potential in three specific tasks.



Figure 9. We additionally compare with multiple-view based
methods [5][4], both of which accept multi-view images as in-
put, and then produce either (a) only rough skeletons of indoor
houseplants, or (b) outdoor tree models, respectively. In contrast,
our method uses much simpler input (only a single-view image)
but can still generate detailed 3D plant geometries. Moreover, our
method can adapt to both types of plants at the same time.

Figure 10. Extended Application 1: Shape Interpolation between
two plant models (A and B) by directly performing linear interpo-
lation between the feature vectors.

(1) Shape Generation. The plant hierarchies are implicitly
encoded in the latent feature space, enabling us to obtain
constinuous variations between two given plant structures
by directly performing linear interpolation on their feature
vectors. Fig. 10 shows an example of shape interpolation,
where we can observe the smooth transition from plant A to
another plant B.

Apart from interpolation, sampling on latent space also
allows for easily producing new plants, in line with most
generative models. Fig. 11(a) shows a random forest sam-
pled from the latent space trained on the Elm tree dataset.
To observe this ability more intuitively, we also did a sim-
ple experiment by training on a dataset containing only two
species (Oak and Prunus). We select one tree from each
species and compute the average of their latent vectors.

Based on it, we can generate a new tree that blends the shape
features of both species (Fig. 11(b)).
(2) Sketch-based Plant Modeling. Fig. 12 illustrates an in-
teresting application of our method: by training the network
on sketch images instead of synthetic photographs, we can
easily extend the method into a sketch-based plant model-
ing system. The training data for the sketches can be readily
obtained by applying Canny edge detection to our synthetic
plant images with a pure white background.
(3) Scene Reconstruction. In addition to single-plant 3D
reconstruction, our method can be applied to reconstruct
scenes with multiple plants by using a recent instance seg-
mentation technique [6]. Fig. 13 presents a preliminary ex-
ample of applying our method to reconstruct a street scene
containing multiple trees.

Figure 11. Explore new plants from latent space. (a) A
randomly-sampled forest. (b) Blend two species into a new tree.

Figure 12. Extended Application 2: We can extend the method
to a sketch-based plant modeling system by training on sketch im-
ages instead of synthetic photographs. The sketch dataset can be
constructed using a Canny edge detector.

4. Others
Botanical Parameters. As explained in main paper, termi-
nal boxes are associated with a small set of botanical param-
eters p. They are predicted by sub-decoder Decbox, and then
used by parametric modeling modules to generate detailed
3D geometries. Table 4 summarizes the common botanical
parameters used in our system, which are designed based
on [16] and define the typical appearance features of the



Figure 13. Extended Application 3: Our method can be used to
reconstruct the scenes with multiple plants.

Table 4. List of botanical parameters used in our parametric mod-
eling modules. It can be flexibly expanded by customizing the se-
mantics of reserved parameters Pres according to practical needs.

Params Descriptions

Trees

nT Number of twigs generated on a single
node during one growth iteration.

mA Mean of angles between twigs.
lIT Base length of a single internode.
iter Max growth age of the sub-tree.
sLF Size of leaves attached to the twigs.
αGR Gravitropism (Influence of gravity on the

growth direction).
Pres Parameters that are flexibly reserved for

different species.

Houseplants

βABL Axial bending angle of a leaf’s surface.
βRBL Radial bending angle of a leaf’s surface.
βOAF Opening angle of a flower.
nFP Number of flower’s petals.
βABP Axial bending angle of flower’s petals.
βRBP Radial bending angle of flower’s petals.
Pres Parameters that are flexibly reserved for

different species.

associated plant parts. Moreover, this list can be flexibly
expanded by customizing the semantics of reserved param-
eters Pres according to practical needs. For example, Pres

can indicate the number of serrations when the box is a
Monstera leaf.

Limitations. Our approach also has limitations. As shown
in Fig. 14, the method may fail when accurate segmentation
cannot be achieved. In addition, it cannot process certain
species that are not describable by hierarchical boxes, such
as willow trees with long, drooping branches. To address
these challenges, future work will focus on developing more
powerful network architectures, and exploring new repre-
sentations for plant structures.
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