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1. Character in-the-wild Benchmark

To better evaluate non-isometric shape correspondence, we
introduce a new benchmark dataset, Character in-the-Wild
(CharW). It consists of 100 character meshes collected from
various sources, including artists and 3D generative mod-
els [11, 19]. Dense correspondences are annotated by man-
ually deforming template meshes from 3DBiCar [13] and
SMPL [12] to align with the collected shapes. By using a
shared set of templates, ground-truth correspondences can
be established between any pair of meshes in the bench-
mark. We compare CharW with several public character
correspondence benchmarks [1, 4, 8, 10, 15] in Table 1. Un-
like previous datasets, which are typically re-meshed ver-
sions of original mesh, CharW features greater diversity in
shape and topology. Visualization examples are shown in
Figure 1.

Figure 1. Visualized examples of the diverse shapes in our Char-
acter in-the-wild benchmark.

Table 1. Quantitative comparison between our Character in-
the-wild benchmark dataset and other character correspondence
benchmark dataset.

Dataset # of identities shape variance Non-isometric various sources

FAUST [4] 10 small
SCAPE [1] 1 small

SHREC’19 [15] 44 small
TOPKIDS [8] 1 small
DT4D-H [10] 10 large ✓
CharW(Ours) 100 large ✓ ✓

1.1. CharW Dataset Curation Details
Data Collection We collect meshes from two main
sources: generated meshes and artist-crafted meshes. The
generated meshes come from Tripo [11] and Rodin [19],
while the artist-designed meshes are sourced from Mixamo
and Sketchfab. The dataset includes 38 meshes from Mix-
amo, 23 from Rodin, 22 from Tripo3D, and 40 from Sketch-
fab. Several criteria were followed during data collection:
1. All meshes represent bipedal characters, including both
human and humanoid figures. 2. The meshes must be of
high quality, free of significant distortion or artifacts, and
avoid low-poly models. 3. We selected characters with di-
verse body types such as fat, slim, large-headed, and small-
headed, to ensure a variety of non-isometric shapes.

Correspondence Annotation CharW benchmark pro-
vides correspondence annotations for evaluation. The an-
notation process begins by selecting the SMPL neutral tem-
plate mesh and three meshes from 3DBiCar [13] as defor-
mation templates. For each target mesh, a professional artist
first selects the template that most closely resembles the tar-
get. The artist then annotates key-point correspondences
between the source and target meshes, ensuring that the key
points are semantically aligned. On average, 60 to 80 key
points are annotated per mesh. After annotation, the artist
uses ZBrush’s warp add-on to align the source mesh with
the target. The annotated key points are refined until the re-
sults are satisfactory. If needed, the artist manually adjusts
the warped mesh using sculpting tools. Finally, the warped
mesh is processed with Blender’s Shrinkwrap modifier to
precisely match the target.

2. Supplementary

2.1. Limitation and Future work
There are several limitations stemming from the 2D corre-
spondence model: (1) significant initial rotation misalign-
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ment, which leads to incorrect 2D correspondences and dis-
torts the deformation process; (2) severe occlusion, result-
ing in missing 2D correspondences; and (3) difficulty han-
dling complex structures due to the low resolution of 2D
features, making it challenging to capture details such as
fingers, as shown in the first row of Fig 4.

The deformation process also has limitations: (1)
topological noise, such as the body and arms merging
together, hinders deformation; (2) it inherits limitations
from NJF, including the inability to handle partial shapes.
An interesting direction for future work is to move beyond
the limitations of low-resolution 2D prior models by inte-
grating native 3D prior models, such as large 3D generative
models [11, 19, 20], which could potentially address these
issues.

2.2. Discussion on Supervision Types
Previous functional map-based methods [2, 3, 5–7, 9, 14,
16, 18] are mostly unsupervised. Supervised methods [5]
are rare in shape correspondence, and previous supervised
attempts have underperformed compared to unsupervised
methods. While supervised methods generally outperform
unsupervised ones in most computer vision tasks, this is not
the case for shape correspondence. We hypothesize that de-
sign flaws in earlier supervised methods, such as strong re-
liance on LBO’s basis or DiffusionNet’s prior [17], lead to
unsatisfactory results and overfitting problems, suggesting
significant room for improvement.

To address this, we propose a supervised, registration-
based method that avoids reliance on functional maps
or DiffusionNet. Our approach achieves state-of-the-art
performance on various non-isometric benchmarks. Al-
though it requires ground-truth (GT) supervision, the an-
notation cost is relatively low, requiring only sparse 2D/3D
key points or dense correspondences via template warping
(same as the CharW annotation process). This makes our
method highly cost-effective, therefore, the need for GT
supervision is no longer a limitation compared to unsuper-
vised approaches.

2.3. Beyond Characters
We also test the applicability of our method to other do-
mains, such as animal shape correspondence, which is com-
monly evaluated in non-isometric shape matching. Addi-
tionally, we compare our method on the SMAL dataset, as
shown in Table 2 and Figure 2. The quantitative compar-
isons are conducted under two setups: training on a char-
acter dataset or on the SMAL dataset, with testing per-
formed on the SMAL dataset. “Ours (zero-shot)” refers to
a zero-shot version of our method, where feature adapters
are removed, and no further fine-tuning is required. Our
method outperforms others and demonstrates its ability to

generalize to domains where ground truth correspondences
are available for training. Furthermore, the zero-shot setup
of our method is versatile, achieving strong performance
across various tasks.

Table 2. Quantitative comparison between our methods and previ-
ous methods on SMAL dataset.

Test on SMAL Train on character Train on SMAL

ULRSSM 28.5 3.63
Hybrid ULRSSM 44.0 3.11
Ours (zero-shot) 8.91 8.91

Ours (full) 17.01 2.65

Figure 2. Comparison on SMAL, all methods are trained on
SMAL.

3. More results
More results on the DT4D dataset and CharW dataset are
shown in Figure 3, 4, 5 and 6. It can be observed that our
Stable-Score achieves precise registration while simultane-
ously preserving the source topology, thereby demonstrat-
ing significant potential for re-topology applications.
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Figure 3. Visualized results produced by Stable-Score on DT4D dataset.
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Figure 4. Visualized results produced by Stable-Score on our CharW dataset.
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Figure 5. Visualized results produced by Stable-Score on our CharW dataset.
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Figure 6. Visualized results produced by Stable-Score on our CharW dataset.


	Character in-the-wild Benchmark
	CharW Dataset Curation Details

	Supplementary
	Limitation and Future work
	Discussion on Supervision Types
	Beyond Characters

	More results

