
JanusFlow: Harmonizing Autoregression and Rectified Flow
for Unified Multimodal Understanding and Generation

Supplementary Material

A. Further Implementation Details
JanusFlow builds upon an enhanced version1 of DeepSeek-
LLM (1.3B) [1, 18]. The generation encoder genc com-
prises a 2×2 patchify layer followed by two ConvNeXt [27]
blocks and a linear layer. The generation decoder gdec com-
bines two ConvNeXt blocks, a pixel-shuffle layer to up-
sample the feature map, and a linear layer. Our SigLIP
encoder contains ∼ 300M parameters. genc and gdec are
light-weight modules, containing ∼ 70M parameters in to-
tal. We employ an exponential moving average (EMA) with
a ratio of 0.99 to ensure training stability.

For data preprocessing, we deal with understanding and
generation data differently. For understanding tasks, we
maintain all image information by resizing the long side
to the target size and padding the image to squares. For
generation tasks, we resize the short side to the target size
and apply random square cropping to avoid padding arti-
facts. During training, multiple sequences are packed to
form a single sequence of length 4, 096 for training effi-
ciency. Our implementation is based on the HAI-LLM plat-
form [7] using PyTorch [22]. Training was conducted on
NVIDIA A100 GPUs, with each model requiring ∼ 1, 600
A100 GPU days.

The datasets used in the pre-training stage for
understanding include DetailedCaption [4], SAM [9],
arXivQA[14], DenseFusion-1M [15], MMSci[16], Pix-
elProse [24], re-captioned LAION-Aesthetics [3], re-
captioned Open Images V4 [11], ShareGPT4V [2], Wik-
iHow [10] and WIT [25]. The datasets used in the pre-
training stage for generation include re-captioned LAION-
Aesthetics [3], DALL-E 3 1M [5], SAM [9], Open
Images V4 [11], Megalith-10M [19], YFCC-15M [20],
PixelProse[24] and JourneyDB [26].

B. Performance Analysis of the 256 Resolution
Model

We trained our model at two resolutions: 256 × 256 and
384 × 384. The main paper presents results from the
384 × 384 model as our primary results. Here, we pro-
vide a comprehensive evaluation of the 256 × 256 model’s
performance. The visual understanding performances are
presented in Tab. 1. The generation capabilities are evalu-

1This version has been demonstrated to possess better performance on
multiple-choice benchmarks (e.g., MMBench [17] and SEED Bench [12]).
Our preliminary experiments suggest that it has minimal impact on the
quality of visual generation.
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Figure 1. The FID and CLIP similarity during the first 50, 000
iterations.

ated using GenEval [6], DPG-Benchmark [8], and MJHQ
FID-30k [13], with results shown in Tab. 2 and 3. We also
provide the sub-task scores in these tables.

As expected, the 256 × 256 model shows slightly lower
performance compared to the 384 × 384 model on visual
understanding metrics due to its reduced resolution. In-
terestingly, however, the 256 × 256 model outperforms its
higher-resolution counterpart on GenEval and DPG-Bench
- benchmarks specifically designed to evaluate instruction
following capabilities and semantic accuracy. This supe-
rior performance on semantic tasks can be attributed to the
model’s better control over lower-resolution images, where
reduced visual complexity allows for more precise semantic
manipulation.

C. Details of REPA Ablation
We provide the FID and CLIP similarity of the first 50,000
training iterations of the pre-train stage in Fig. 1 with and
without representation alignment regularization. The gap
between the two models demonstrates the benefits of using
representation alignment regularization.

D. Analysis of CFG Factor and Sampling Steps
We investigate the impact of two key generation parameters:
the Classifier-Free Guidance (CFG) factor and the number
of sampling steps. While our main results use w = 2
for CFG and 30 sampling steps to calculate FID, here we
present a comprehensive analysis of these hyperparameters.
Fig. 2 shows the effect of varying CFG factors while main-



Table 1. Results on visual understanding tasks.

Model LLM Params POPE↑ MME-P↑ MMBdev ↑ SEED↑ VQAv2test↑ GQA↑ MM-Vet↑

JanusFlow 256 1.3B 85.3 1203.0 71.9 67.6 76.3 58.4 27.4

JanusFlow 384 1.3B 88.0 1333.1 74.9 70.5 79.8 60.3 30.9

Table 2. Results on GenEval [6].

Method LLM Params Single Obj. Two Obj. Count. Colors Pos. Color Attri. Overall↑

JanusFlow 256 1.3B 0.98 0.73 0.54 0.83 0.63 0.53 0.70

JanusFlow 384 1.3B 0.97 0.59 0.45 0.83 0.53 0.42 0.63
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Figure 2. Results of varying CFG Factors
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Figure 3. Results of Varying Numbers of Sampling Steps

taining 30 sampling steps. The results reveal an optimal
CFG value for FID scores, while CLIP [23] similarity con-

tinues to improve with increasing CFG values, consistent
with findings from previous work [21]. Fig. 3 demonstrates
the impact of different sampling steps while maintaining a
CFG factor of 2. The number of sampling steps shows rel-
atively minor influence on performance. Our choice of 30
steps in the main paper represents a balance between gener-
ation quality and computational efficiency.

E. Additional Qualitative Results
Additional qualitative examples for both understanding and
generation tasks are presented in Fig. 4 and Fig. 5, re-
spectively. The understanding examples demonstrate Janus-
Flow’s diverse capabilities, including code generation, per-
son identification, character recognition, and visual reason-
ing. For image generation, our model exhibits strong perfor-
mance in both visual quality and semantic alignment with
input prompts.



Table 3. Results on DPG-Bench [8] and MJHQ FID-30k [13].

Method
DPG-Bench↑

MJHQ FID-30k↓
Global Entity Attribute Relation Other Overall

JanusFlow 256 91.20 88.83 88.00 87.60 89.53 81.23 12.70

JanusFlow 384 87.03 87.31 87.39 89.79 88.10 80.09 9.51

User: Please write a python code to draw this plot.

JanusFlow: Here is the Python code to draw this plot:

```python

import matplotlib.pyplot as plt

# Data

values = [3, 7, 5, 2]

# Create the bar chart

plt.figure(figsize=(10, 6))

plt.bar(range(len(values)), values)

# Title

plt.title('Simple Bar Chart')

# Labels

plt.xlabel('Categories')

plt.ylabel('Values')

# Show the plot

plt.show()

```

User: Explain why this image is funny.

JanusFlow: This image is likely to be a 

humorous or artistic rendition of the famous 

painting "The Mona Lisa" with a dog 

instead of a human. The dog's expression 

and pose are similar to the iconic pose of 

the original painting, which adds a playful 

and unexpected twist to the artwork.

User: What are the texts in this passage?

JanusFlow: To increase the accessibility 

of this powerful model class and at the 

same time reduce its significant resource 

consumption, a method is needed that 

reduces the computational complexity for 

both training and sampling. Reducing the 

computational demands of DMs without 

impairing their performance is, therefore, 

key to enhance their accessibility.

User: Who is this in the figure?

JanusFlow: George W. Bush.

Figure 4. More multimodal understanding cases.



Massive cathedral church, battle between 

Heaven and hell, church on fire, 8k hyper real 

ultra sharp renaissance by Francisco Goya.

A handsome 24-year-old boy in the middle 

with sky color background wearing eye 

glasses, it's super detailed with anime style.

Happy dreamy owl monster sitting on a tree 

branch, colorful glittering particles, forest 

background, detailed feathers.

A man wearing Fedora hat with mafia style, 

realistic photography, intricate details, magical 

lighting, vibrant background, complex textures, 

rich colors, realistic style, front-facing view.

A vivid depiction of the Northern Lights 

dancing above the snow-covered 

mountains in Iceland, casting a 

mesmerizing glow across the sky.

A dark, high-contrast render of a 

psychedelic Tree of Life glowing 

brilliantly, illuminating swirling dust 

particles in a mystical, cavernous setting.

The image features a mushroom growing on 

grassy ground amidst fallen leaves. Their caps 

are light brownish-white with visible gills 

underneath; the stems appear dark and sturdy. In 

the background, there's an out-of-focus scene 

that includes greenery and possibly some 

structures or trees shrouded by mist or fog, 

giving it a serene yet slightly eerie atmosphere. 

This photograph employs shallow depth of field 

to emphasize the mushrooms while blurring the 

surroundings for artistic effect.

The image captures a vast ocean view at 

either sunrise or sunset, with soft pink hues 

near the horizon blending into darker clouds 

above. Waves crash against rugged black 

rocks on the right, where water flows down 

onto smaller stones below. In the 

foreground, dry grass contrasts with the 

smooth sea surface. The scene feels tranquil 

but also reveals the raw power of nature 

through the interaction between the 

dynamic waves and the solid land.

A serene Chinese ink painting depicts 

a tranquil mountain village. Simple 

homes nestle at the foot of misty 

peaks, while a gentle river winds 

through the village. Bamboo and pine 

trees dot the landscape. The 

minimalist brushstrokes reflect a 

harmonious relationship between 

nature and human life, capturing the 

peaceful essence of the scene with 

elegant simplicity.

Figure 5. More text-to-image generation results.
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