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1. Broader Impact and Limitations

Broader Impact: Our model facilitates open-world 3D
content creation from large-scale video data, eliminating the
need for costly 3D annotations. This can make 3D gener-
ation more accessible to industries like gaming, virtual re-
ality, and digital media. By leveraging visual data from the
rapidly growing Internet videos, it accelerates 3D creation
in real-world applications. However, careful consideration
of ethical issues, such as potential misuse in generating mis-
leading or harmful content, is crucial. Ensuring that the data
used is curated responsibly to avoid bias and privacy con-
cerns is vital for safe deployment.

Limitations: While our model excels at long-sequence
generation, it comes with some limitations regarding: 1)
Inference Speed: The model requires several minutes for
inference, making it challenging for real-time applications.
Future work should aim to improve inference speed for real-
time generation. 2) Focus on 3D Generation: The current
model focuses only on 3D generation, avoiding the mod-
eling of object motion. Future research could extend the
model to simultaneously generate 3D and 4D content for
dynamic scenes. 3) Model Scalability: While the data scal-
ing approach is effective, the scalability of the model itself
has not been explored. Expanding the model’s architecture
could enhance its capability to handle more complex and
diverse 3D content.

2. Video Data Curation

Our WebVi3D dataset is sourced from Internet videos
through an automated four-step data curation pipeline. In
this section, we provide details on this process.

Step 1: Temporal-Spatial Downsampling. To enhance
data curation efficiency, we downsample each video both
temporally and spatially. Temporally, we retain one frame
for every two by downsampling with a factor of two. Spa-
tially, we adjust the downsampling factor according to the
original resolution to ensure consistent visual appearance
across different video aspect ratios. The final resolution is
standardized to 480p in our experiment.

Step 2: Semantic-Based Dynamic Recognition We per-
form content recognition on each frame to identify potential
dynamic regions. Following [18], we utilize the off-the-
shelf instance segmentation model Mask R-CNN [11] to
generate coarse motion masks Mm for potential dynamic
objects, including humans, animals, and sports activities. If
motion masks are present in more than half of the video
frames, the sequence is deemed likely to contain dynamic
regions and excluded from further processing.

Step 3: Flow-based Dynamic Filtering After filtering
out videos with common dynamic objects, we implement
a precise strategy to identify and exclude videos contain-
ing potential dynamic regions. Following [18], we use the
pretrained RAFT [30] to compute the optical flow between
consecutive frames. Based on the optical flow, we calculate
the Sampson Distance, which measures the distance of each
pixel to its corresponding epipolar line. Pixels exceeding a
predefined threshold are marked to create a motion mask
Ms. The number of pixels in Ms serves as an indicator of
the likelihood of motion in the current frame.

However, relying solely on this metric is unreliable, as
most data are captured in real shots, where dynamic ob-
jects of interest are often concentrated near the center of
the imaging plane. These moving regions may not occupy
a significant portion of the frame. Therefore, we also con-
sider the spatial location of the dynamic mask and propose
a dynamic score S to evaluate the motion probability for
each frame. Let H,W denote the height and width of an
image, respectively. We define the central region as starting
at W ′ = 0.25×W,H ′ = 0.25×H . The proportions of the
mask occupying the entire image, Θi, and the central area
Θc are calculated as:

Θi =
ΣW,H

u,v=0Ms(u, v)

H ×W
,Θc =

ΣW−W ′,H−H′

u,v=W ′,H′ Ms(u, v)

H/2×W/2
. (1)

The dynamic score S can be formulated as:

Si =


2, Θi ≥ 0.12 & Θc ≥ 0.35

1.5, Θi ≥ 0.12 & 0.2 ≤ Θc < 0.35

1, Θi < 0.12 & 0.2 ≤ Θc < 0.35

0.5, Θi < 0.12 & Θc < 0.2

. (2)
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This strategy targets the dynamic regions near the image
center, enhancing data filtering accuracy. The final dynamic
score S for the entire sequence is calculated as:

S = ΣN
i=0Si, (3)

where N represents the total number of extracted frames. If
S >= 0.25×N , the sequence is classified as dynamic and
subsequently excluded.

Step 4: Tracking-Based Small Viewpoint Filtering.
The previous steps produced videos with static scenes.
We require videos that contain multi-view images captured
from a wider camera viewpoint. To achieve this, we track
the motion trajectory of key points across frames and calcu-
late the radius of the minimum outer tangent circle for each
trajectory. Videos with a substantial number of radii below
a defined threshold are classified as having small camera
trajectories and are excluded. This procedure includes key-
point extraction, trajectory tracking, and circle fitting using
RANSAC (Random Sample Consensus) [8].

Keypoint Extraction. To reduce computational complexity,
we downsample the extracted video frames by selecting ev-
ery fourth frame. SuperPoint [6] is then used to extract key-
points K ∈ RN×2 from the first frame, where N = 100
represents the number of detected keypoints used to initial-
ize tracking.

Trajectory Tracking. Keypoints are tracked across all
frames using the pretrained CoTracker [14], which gener-
ates trajectories and visibility over time as:

Tpred,Vpred = CoTracker(I, queries = K). (4)

Here, I denotes the input frames, Tpred ∈ R1×T×N×2 rep-
resents the tracked positions of each keypoint over time, and
Vpred ∈ R1×T×N×1 indicates the visibility of each point.

Circle Fitting. For each tracked keypoint, a circle fitting
method is applied to its trajectory, selecting only frames
where the keypoint is visible (Vpred = 1). Let Tvisible ∈
RM×2 be the filtered points, where M is the number of
visible points. We then use the RANSAC-based circle fit-
ting algorithm on Tvisible to determine the circle’s center
c = (cx, cy) and radius r:

c, r = RANSAC(Tvisible). (5)

The RANSAC algorithm selects random subsets of three
points to define candidate circles, computes the inliers, and
optimizes for the circle with the highest inlier count and
smallest radius. Finally, we count the number of circles
with a radius smaller than a specified threshold, r ≤ 20:

count =
N∑
i=1

I(ri ≤ 20), (6)

where I is the indicator function. The mean radius is also
computed to provide an overall measure of circular motion.
If the number of small-radius circles exceeds 40 and the
average circular motion is less than 5, we classify this video
as having small camera trajectories.

User Study. To verify the effectiveness of our data cura-
tion pipeline, we conducted a user study with a randomly
selected set of 10,000 video clips before filtering. We re-
quire our users to evaluate videos based on two aspects:
static content and large-baseline trajectories. Only videos
meeting both criteria are classified as 3D-aware videos.
Among these, 1,163 videos met our criteria for 3D-aware
videos, accounting for 11.6% of the total validation set. Af-
ter applying our data screening pipeline, we randomly se-
lected 10,000 video clips for annotation. In this filtered set,
8,859 videos were identified as 3D-aware, yielding a ratio
of 88.6%, represents a 77% improvement compared to the
previous set. These results demonstrate the efficacy of our
pipeline in filtering 3D-aware videos from large-scale Inter-
net videos.

3. Technical Implementations

3.1. Details of Visual Conditional 3D Generation

Global Recovery of Metric Depth. As described in the
main manuscript, offline depth estimation methods often
suffer from scale ambiguity and geometric estimation er-
rors. To ensure a reliable depth map for subsequent 3D re-
construction, we first perform pixel-wise depth scale align-
ment, followed by global recovery of the metric dense
depth.

Here, we provide a detailed explanation of how to adapt
sparse scales to the entire depth map. Denoting the recov-
ered positions as the sparse guidance d̂∗n, we utilize LWLR
to recover the whole depth map. Let (u, v) represent 2D
positions, their depth D̂n can be fitted to the sparse guided
points by minimizing the squared locally weighted distance,
which is reweighted by the diagonal weight matrix as Wu,v

Wu,v = diag(w1, w2, ..., wm), wi =
1√
2π

exp(−dist2i
2b2

),

(7)
where b is the bandwidth of Gaussian kernel, and dist is the
Euclidean distance between the guided point and the un-
derestimate target point. Denote X as the homogeneous
representation of D̂n. The scale map Sscale and shift map
Sshift of target points can be computed by iterating over
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Figure 1. Single-view to 3D. Compared with LucidDreamer [3] and ViewCrafter [35], which are also conditioned on warped images, our
model can consistently generate high-fidelity views with detailed texture and structural information.

each location in the entire image, formulated as:

min
βu,v

(d̂∗n −Xβu,v)
TWu,v(d̂

∗
n −Xβu,v) + λS2

shift,

β̂u,v = (XTWu,vX + λ)−1XTWu,vd̂
∗
n,

βu,v = [Sscale,Sshift]
T
u,v,

Dn = d̂∗n ⊕ Sscale ⊙ D̂n + Sshift,

(8)

where Dn is the scaled whole depth map, ⊕ is the concate-
nation operator, and λ is the regularization hyperparameter
l2 used to simplify the solution. Additionally, the explicit

constraint of the source frame with the target frames ensures
that each novel view maintains contextual consistency with
preceding generations.

Novel View Generation. After obtaining the aligned depth
Dn, we generate target visual hints through warping as
Îj = Πn→j(Dn). The warped images {Îj}n+m

j=n contain
unfilled regions, as indicated by the binary warping mask
{Mj}n+m

j=n , providing strong visual hints for See3D to per-
form novel view generation. To ensure strong multi-view
consistency between the newly generated sequence and
the previous content, we randomly select k anchor views
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Figure 2. Sparse-views to 3D. Given 3 input views, our model generates clear, high-fidelity novel views that closely match the ground truth
(GT), without artifacts or blurring. Note that the results from DepthSplat [34] are cropped and resized following the same data processing
as the official source code.

{Ik}, k ∈ [1, N ] from the earlier generated frames to guide
subsequent generation. The generation process is formu-
lated as: Ij = See3D(Îj ,Mj , {I0, Ik}). We iteratively per-
form depth estimation, alignment, warping, and generation
until all predefined multi-view images are obtained.
3D Reconstruction. We reconstruct the 3D scene using
3D Gaussian Splatting (3DGS) [15]. The training objec-
tive is to minimize the sum of photometric loss and SSIM
loss, consistent with the original 3DGS approach. Addi-
tionally, we introduce a perceptual loss (LPIPS [37]) to mit-
igate subtle inter-frame discrepancies in multi-view gener-
ated images during 3DGS reconstruction. LPIPS empha-
sizes higher-level semantic consistency between Gaussian-

rendered and generated multi-view images, rather than fo-
cusing on minor high-frequency differences. Furthermore,
the potential inner-frame diversity may lead to inconsisten-
cies with the corresponding camera poses. Following [7],
we implement joint pose-Gaussian optimization, treating
camera parameters as learnable variables alongside Gaus-
sian attributes, thereby reducing gaps between generated
viewpoints and their corresponding camera poses.

3.2. Model Architecture

The main backbone of See3D model is based on the struc-
ture of 2D diffusion models but integrates 3D self-attention
to connect the latents of multiple images, as shown in
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Figure 3. Examples of Open-world 3D Editing. (a) Occlusion-free Editing: An Asian-style attic is added, and novel views are generated
realistically. (b) Full Replacement Editing: A vase is replaced with a toy fox, seamlessly integrated into the scene from various viewpoints.
(c) Occluded Editing: Hidden regions in the masked areas are inferred and completed to produce novel views.

prior work [26]. Specifically, we adapt the existing 2D
self-attention layers of the original 2D diffusion model
into 3D self-attention by inflating different views within
the self-attention layers. To incorporate visual conditions,
we introduce the necessary convolutional kernels and bi-
ases using Zero-Initialize [27]. The model is initialized
from a pretrained 2D diffusion model [21] and fine-tuned
with all parameters, leveraging FlashAttention for accelera-
tion. In accordance with prior work [25], switching from a
scaled-linear noise schedule to a linear schedule is essential
for achieving improved global consistency across multiple
views. Additionally, we implement cross-attention between
the latents of multiple views and per-token CLIP embed-
dings of reference images using a linear guidance mech-
anism [29]. For training, we randomly select a subset of
frames from a video clip as reference images, with the re-
maining frames serving as target images. The number of
reference images is randomly chosen to accommodate dif-

ferent downstream tasks. The multi-view diffusion model is
optimized by calculating the loss only on the target images,
as outlined in Eq. 1. of the main manuscript.

3.3. Training Details

Brightness Control. We observe that the visual-condition
effectively guides camera movement but cannot control
brightness changes, posing a significant limitation. Deter-
mining the light source position is particularly challenging
with limited observations from single or sparse views. In
our real-world test data, camera movement often causes ran-
dom highlighting or darkening in some regions of scenes,
which has a significant impact on pixel-level metrics like
PSNR. This issue highlights a key problem: the inability to
control brightness undermines the reliability of pixel-level
metrics, as brightness variations affect these metrics more
than the actual quality of the generated content. To achieve
illumination control, 1) we preprocess the training data by



converting corrupted images into HSV format, which rep-
resents hue, saturation, and brightness. 2) We define a
w × h window and calculate the average brightness differ-
ence within this window between the ground truth image
and the corrupted data. Using this difference, we apply a
scaling factor to the brightness channel of the corrupted data
while preserving hue and saturation, before converting the
image back to RGB. This ensures brightness adjustment in
the visual-condition without leaking color or content from
the ground truth.

During training, we randomly drop this preprocessing
with a probability of 0.5, enabling the model to infer light-
ing changes on its own during inference when brightness
control is not required. In our evaluation experiments,
brightness scaling is applied to the unmasked regions of
warped images to align with ground truth, reducing the
impact of brightness, and thus yielding a higher correla-
tion between the generated content and pixel-level metrics.
Meanwhile, keeping hue and saturation unchanged to avoid
content or color leakage. Additionally, the model enables
user-controlled brightness adjustments for specific regions
in multi-view generation by modifying the visual-condition
as needed.
Training Configuration. We initialize the See3D model
from MVDream [26] and employ a progressive training
strategy. First, the model is trained at a resolution of 512
× 512 with a sequence length of 5. This phase involves
120,000 iterations, using 1 reference view and 4 target
views. Due to the relatively small sequence length, a larger
batch size of 560 is used to enhance stability and acceler-
ate convergence. Next, the sequence length is increased to
16, and the model is trained for 200,000 iterations with 1
or 3 reference views and 15 or 13 target views, maintaining
the resolution of 512 × 512. In this phase, the batch size
is reduced to 228. Finally, a multi-view super-resolution
model is trained using the same network structure. It takes
the multi-view predictions from See3D as input and outputs
target images with multi-view consistency at a resolution of
1024 × 1024, using a batch size of 114. In all stages, all pa-
rameters of the diffusion model are fine-tuned with a learn-
ing rate of 1e-5. Additionally, we render some multi-views
or extract clips from datasets such as Objaverse [5], CO3D
[23], RealEstate10k [38] , MVImgNet [36], and DL3DV
[17] datasets, forming a supplemental 3D dataset with fewer
than 0.5M samples, please refer to Section 5.3 for details
on analysis and ablation. During training, this supplemen-
tal data is randomly sampled and incorporated into our We-
bVi3D dataset (∼16M). To enhance training efficiency, we
utilize FlashAttention [4] alongside DeepSpeed with ZeRO
stage-2 optimizer [22] and bf16 precision. We also im-
plement classifier-free guidance (CFG) [12] by randomly
dropping visual conditions with a probability of 0.1. The
See3D model is trained on 114 × NVIDIA-A100-SXM4-

40GB GPUs over approximately 25 days using a progres-
sive training scheme. During inference, a DDIM sampler
[28] with classifier-free guidance is employed.

3.4. Definition of f(t) and Wt

Definition for f(t). In Eq. 2 of the main manuscript, Ct

is formulated as Ct =
√
ᾱt′(1 − M)X0 +

√
1− ᾱt′ϵ ,

where αt′ is a composite function that depends on α and
t′, with t′ = f(t) and f(t) = β · t. In our experiments, we
set the hyper-parameter β = 0.2, which controls the noise
level added to Ct. A larger β increases the noise in Ct. As
β approaches 1, Ct converges toward a Gaussian distribu-
tion, improving robustness but reducing the correlation be-
tween Ct and X0, thereby weakening camera control. Con-
versely, as β approaches 0, the distributions of Ct and X0

become more similar, improving controllability. However,
for downstream tasks, a very small β creates a significant
domain gap between task-specific visual cues and the video
data, compromising robustness. Thus, β serves as a trade-
off parameter, balancing camera control and robustness.

Figure 4. Piecewise Function Wt, showing linear decay for
timesteps t between 300 and 1000, and a monotonically decreas-
ing concave behavior for t < 300.

Formulation for Wt. Recapping Eq. 3 from the main
manuscript, Vt = [Wt ∗ Ct + (1 − Wt) ∗ Xt;M ], where
Wt is defined as a piecewise function of t.

Wt =

{
vdecay end · e−b·(tdecay end−t), if t < tdecay end,

1− (1− vdecay end) · tpeak−t
tpeak−tdecay end

, if t ≥ tdecay end,

where tpeak = 1000, tdecay end = 300, vdecay end = 0.8, and
b = 0.075. To ensure that Wt remains within the range
[0, 1], it is clamped as: Wt = clamp(Wt, 0, 1). As shown
in Figure 4, 1) For t between 300 and 1000, Wt decreases
linearly as t decreases; 2) For t < 300, Wt transitions to a
monotonically decreasing concave function of t.



The rationale behind this design is to ensure that when
Ct has significant noise, it exerts a stronger influence on Vt,
thus affecting MVD generation. Conversely, as the noise in
Ct diminishes, Xt rapidly replaces Ct, reducing the risk of
information leakage from Ct and improving the robustness
of task-specific visual cues. The formulation of Wt enables
flexible parameter tuning, such as vdecay end and b, to control
its monotonic behavior. Smaller parameter values empha-
size the impact of Ct on MVD, while larger values prioritize
robustness.

4. More Experimental Results
Leveraging the developed web-scale dataset WebVi3D, our
model supports both object- and scene-level 3D creation
tasks, including single-view-to-3D, sparse-view-to-3D, and
3D editing. Additional experimental results for these tasks
are presented below.

4.1. Single View to 3D

Table 1 presents a quantitative comparison of zero-shot
novel view synthesis performance on the Tanks-and-
Temples [16], RealEstate10K [38], and CO3D [23] datasets.
Our method consistently outperforms all others on both
easy and hard sets, achieving the best results in every eval-
uation metric. Qualitative results are shown in Figure 1.
Compared to warping-based competitors such as Lucid-
Dreamer [3] and ViewCrafter [35], our approach more ef-
fectively captures both geometric structure and texture de-
tails, producing more realistic 3D scenes. These results
highlight the robustness and versatility of our method in
synthesizing high-quality novel views across diverse and
challenging scenarios.

4.2. Sparse Views to 3D

Experimental Setting. We extend our model to the sparse-
view reconstruction task, evaluating it on three datasets:
LLFF [19], DTU [13], and Mip-NeRF 360 [1]. We com-
pare our method against several few-shot 3D reconstruc-
tion baselines, including optimization-based method MuRF
[33], FSGS [39], and BGGS [10]; diffusion-based meth-
ods CAT3D [9], ZeroNVS (modified to handle multi-view
input) [24], and ReconFusion [32]; as well as the feed-
forward method DepthSplat [34]. Following the evaluation
protocols from [20, 32, 39], we use 3, 6, and 9 views as
input. For few-shot reconstruction, dense multi-view im-
ages are generated from sparse views, similar to CAT3D
[9], and 3DGS reconstruction is performed with pose op-
timization to render test views for evaluation. We report
PSNR, SSIM, and LPIPS [37] to evaluate novel view syn-
thesis performance.

Results. Qualitative and quantitative results are presented
in main manuscript. The additional Quantitative compar-

isons using 3, 6, and 9 input views are presented in Table
2. The 3DGS model trained on multi-view images gen-
erated by See3D outperformed state-of-the-art models in
novel view rendering, demonstrating its ability to provide
consistent multi-view support for 3D reconstruction without
additional constraints. Qualitative comparisons in Figure 2
reveal fewer floating artifacts in the NVS results. This in-
dicates its ability to provide high-quality, consistent multi-
view support for 3D reconstruction without imposing ad-
ditional constraints. Compared to ReconFusion [32] and
CAT3D [9], which also leverage diffusion priors for sparse-
view reconstruction, our model exhibits effective scalabil-
ity. Qualitative comparisons in Figure 5 reveal that NVS
results produced by See3D exhibit fewer floating artifacts,
suggesting its capability to generate more consistent and
high-fidelity multi-view images.

4.3. 3D Editing

Our model, trained on large-scale videos, naturally supports
open-world 3D editing without the need for additional fine-
tuning. Our core idea is to mask the regions to be edited in
the reference viewpoint from other viewpoints and validate
the multi-view generation capability of See3D by assessing
the consistency after editing. Specifically, We first select
a region to be edited in the reference input image and re-
project this region to other viewpoints using the given cam-
era poses. We then randomly expand the masking region
for other viewpoints (up to 30%) to ensure that the mask-
ing in these viewpoints covers the editing region in the ref-
erence viewpoint. During our editing experiments, we do
not require highly consistent multi-view masking, it is suf-
ficient to ensure that the regions to be edited are consistent
across viewpoints and are completely covered. Figure 3 il-
lustrates three distinct editing scenarios: a) Occlusion-free
Editing. An Asian-style attic is placed next to a toy bull-
dozer in the original image, which serves as the reference
view. Our model generates highly realistic images contain-
ing the Asian-style attic from various new viewpoints. b)
Full Replacement Editing. The vase in the original image
is completely replaced with a toy fox. Our model generates
new scenes from different viewpoints, seamlessly incorpo-
rating the toy fox into the designated area with no residual
traces of the vase. c) Occluded Editing. Given an occluded
edited image as a reference view, our model can generate
multiple novel views within the specified masked regions,
inferring and filling in the hidden details of the occluded
parts.

5. Additional Ablation Studies
5.1. Effectiveness of Visual-condition.

Excluding the benefits of data scaling, we investigate the ef-
fectiveness of our visual-condition on pose-free data. Pre-



Dataset Easy set Hard set

Method LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑

Tanks-and-Temples
LucidDreamer [3] 0.413 14.53 0.362 0.558 11.69 0.267
ZeroNVS [24] 0.482 14.71 0.380 0.569 12.05 0.309
MotionCtrl [31] 0.400 15.34 0.427 0.473 13.29 0.384
ViewCrafter 0.194 21.26 0.655 0.283 18.07 0.563

ViewCrafter* 0.221 20.39 0.648 0.289 17.86 0.584
Ours 0.167 25.01 0.756 0.214 22.52 0.714

RealEstate10K
LucidDreamer [3] 0.315 16.35 0.579 0.400 14.13 0.511
ZeroNVS [24] 0.364 16.50 0.577 0.431 14.24 0.535
MotionCtrl [31] 0.341 16.31 0.604 0.386 16.29 0.587
ViewCrafter 0.145 21.81 0.796 0.178 22.04 0.798

ViewCrafter* 0.164 20.59 0.825 0.201 20.40 0.778
Ours 0.125 26.54 0.872 0.167 24.18 0.837

CO3D
LucidDreamer [3] 0.429 15.11 0.451 0.517 12.69 0.374
ZeroNVS [24] 0.467 15.15 0.463 0.524 13.31 0.426
MotionCtrl [31] 0.393 16.87 0.529 0.443 15.46 0.502
ViewCrafter 0.243 21.38 0.687 0.324 18.96 0.641

ViewCrafter* 0.331 20.12 0.703 0.348 18.02 0.653
Ours 0.225 25.23 0.781 0.276 23.33 0.748

Table 1. Zero-shot Novel View Synthesis (NVS) on Tanks-and-Temples[16], RealEstate10K[38] and CO3D[23] dataset.

vious work [35] has demonstrated that warped images can
serve as a pivot condition to guide the model to gener-
ate the target viewpoint. However, due to the reliance on
the annotated camera to control the projection and unpro-
jection, warp-based conditions are inherently unscalable.
Therefore, we compare the model’s ability to control cam-
eras conditioned on pose-free visual-condition and condi-
tioned on warped images. Specifically, we extract a subset
of MVImageNet [36] for training and testing.

For each multi-view sequence in the training set, we se-
lect the point cloud of the first frame and render it into
the subsequent 5 camera planes along the camera trajec-
tory, based on the 3D annotations in the dataset. We obtain
warped images and form pairs with the ground-truth multi-
views to train an MVD model, referred to as MV-Posed.
With the same experimental settings (training set, network
architecture, batch size and predicted sequence length), we
train an additional model without any 3D annotations, ex-
cept for the modification of warp condition to the time-
dependent visual-condition Vt described in Sec. 3.2, called
MV-UnPoseT. Meanwhile, we employ randomly masked
multiple views as condition to train the model as an addi-
tional baseline, called MV-UnPoseM.

The results are reported in Tab.3 and Fig.5, where the
performance of MV-Posed and MV-UnPoseT is compara-

Warp Image MV-UnPoseM MV-UnPoseT MV-Posed GT

(a)

(b)

time step t

Figure 5. Top: Qualitative ablation of visual-condition; Bottom:
As timestep decreases, visualize the trend of visual-condition.

ble. In contrast, MV-UnPoseM struggles to handle the gap
between the warped image and masked images, in the case
of geometric distortion and self-obscuration. These findings
indicate that the visual-condition offers a viable alternative



Dataset 3-view 6-view 9-view
Method PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓ PSNR ↑ SSIM ↑ LPIPS ↓
LLFF
Zip-NeRF∗ [2] 17.23 0.574 0.373 20.71 0.764 0.221 23.63 0.830 0.166
MuRF [33] 21.34 0.722 0.245 23.54 0.796 0.199 24.66 0.836 0.164
FSGS [39] 20.31 0.652 0.288 24.20 0.811 0.173 25.32 0.856 0.136
BGGS [10] 21.44 0.751 0.168 24.84 0.845 0.106 26.17 0.877 0.090
ZeroNVS∗ [24] 15.91 0.359 0.512 18.39 0.449 0.438 18.79 0.470 0.416
DepthSplat [34] 17.64 0.521 0.321 17.40 0.499 0.340 17.26 0.486 0.341
ReconFusion [32] 21.34 0.724 0.203 24.25 0.815 0.152 25.21 0.848 0.134
CAT3D [9] 21.58 0.731 0.181 24.71 0.833 0.121 25.63 0.860 0.107
Ours 23.23 0.768 0.135 25.32 0.820 0.104 26.19 0.844 0.098
DTU
Zip-NeRF∗ [2] 9.18 0.601 0.383 8.84 0.589 0.370 9.23 0.592 0.364
MuRF [33] 21.31 0.885 0.127 23.74 0.921 0.095 25.28 0.936 0.084
FSGS [39] 17.34 0.818 0.169 21.55 0.880 0.127 24.33 0.911 0.106
BGGS [10] 20.71 0.862 0.111 24.31 0.917 0.073 26.70 0.947 0.052
ZeroNVS∗ [24] 16.71 0.716 0.223 17.70 0.737 0.205 17.92 0.745 0.200
DepthSplat [34] 15.59 0.525 0.373 15.061 0.523 0.406 14.87 0.478 0.451
ReconFusion [32] 20.74 0.875 0.124 23.62 0.904 0.105 24.62 0.921 0.094
CAT3D [9] 22.02 0.844 0.121 24.28 0.899 0.095 25.92 0.928 0.073
Ours 28.04 0.884 0.073 29.09 0.900 0.066 29.99 0.911 0.059
Mip-NeRF 360
Zip-NeRF∗ [2] 12.77 0.271 0.705 13.61 0.284 0.663 14.30 0.312 0.633
DepthSplat [34] 13.85 0.254 0.621 13.82 0.260 0.636 14.48 0.288 0.602
ZeroNVS∗ [24] 14.44 0.316 0.680 15.51 0.337 0.663 15.99 0.350 0.655
ReconFusion [32] 15.50 0.358 0.585 16.93 0.401 0.544 18.19 0.432 0.511
CAT3D [9] 16.62 0.377 0.515 17.72 0.425 0.482 18.67 0.460 0.460
Ours 17.35 0.442 0.422 19.03 0.517 0.365 19.89 0.542 0.335

Table 2. Quantitative Comparison of Sparse-view 3D Reconstruction

Model LPIPS ↓ PSNR ↑ SSIM ↑

MV-Posed 0.182 26.21 0.822
MV-UnPoseM 0.443 16.14 0.521
MV-UnPoseT 0.194 25.56 0.811

Table 3. Ablation Study on Visual-condition.

to 3D-reliant warped conditions. Despite a significant do-
main gap between Vt and warp images as shown in Fig.5,
our model robustly handles this discrepancy, thanks to the
time-dependent nature of the proposed condition.

5.2. Effectiveness of Pixel-level Depth Alignment

We conducted additional ablation experiments to validate
the effectiveness of the proposed pixel-level depth align-
ment. Specifically, we enabled and disabled pixel-level
depth alignment when generating novel views through
warping and visualized the warped results at a specific gen-
eration step. As shown in Figure 6, the left image shows
the reference GT image, the middle image corresponds to
warping with pixel-level aligned depth, and the right one de-
picts warping without pixel-level aligned depth. The results
demonstrate that pixel-level depth alignment not only ef-

fectively restores the scale of the depth map but also signif-
icantly corrects errors in monocular depth estimation (e.g.,
the toy’s neck and the tabletop). Consequently, integrating
our proposed 3D generation pipeline improves generation
quality.

5.3. Efficacy of Scaling up Data

In the main manuscript, we conducted an ablation study on
the 3D dataset MVImageNet [36] to evaluate the effective-
ness of the proposed visual-condition. Table 3 shows that:
1) When conditioned on purely masked images, the MV-
UnPoseM model performed the worst, struggling with the
domain gap issue. 2) When conditioned on pose-guided
warped images, the MV-Posed model achieved the best
results, benefiting from pose annotations. 3) Our MV-
UnPoseT model, conditioned on the time-dependent visual-
condition, demonstrated performance very close to that of
the MV-Posed model.

Intuitively, models trained entirely on 3D data tend to
achieve optimal performance at a specific data scale, estab-
lishing an upper bound at that scale. When the volume of
video data matches that of 3D data, models trained on 3D



Reference GT with Pixel-level Align without Pixel-level Align

Figure 6. Ablation on Pixel-level Depth Alignment.

Model LPIPS ↓ PSNR ↑ SSIM ↑

MV-UnPoseT 0.194 25.56 0.811
MV-UnPoseT-10% 0.187 25.95 0.817
MV-UnPoseT-20% 0.183 26.19 0.820
MV-UnPoseT-60% 0.181 26.14 0.819

MV-Posed 0.182 26.21 0.822

Table 4. Ablation on Supplementary 3D Data.

still set the performance ceiling. However, as video data
is virtually unlimited, scaling up the dataset can intuitively
raise this upper bound.

Following the same settings in Table 3, we further in-
vestigate the impact of supplementing multi-view data with
3D annotations on model performance. We conduct an ab-
lation study using the MV-UnPoseT model, trained on un-
posed multi-view data with visual-condition. In this study,
we progressively introduce 3D pose annotations at levels of
10%, 20%, 60%, and 100% into the training set. When the
training data is entirely composed of 3D annotations, the
model configuration is equivalent to the MV-Posed model.
The results in Table 4 indicate that our MV-UnPoseT model,
initially trained on unposed data, improves steadily as 3D
annotations are introduced. For instance, with only 20% 3D
data (MV-UnPoseT-20%), the model’s performance closely
approaches that of the fully 3D-annotated MV-Posed model.
This suggests that even a small amount of 3D data in a
largely unposed multi-view dataset can significantly boost
model performance, approaching the models trained on
fully annotated 3D datasets.

This insight is essential because unposed multi-view data
is cost-effective and can be easily collected in large quanti-
ties. By incorporating a small volume of high-quality 3D
data, we can achieve performance comparable to models
trained on large, expensive 3D datasets. Therefore, in our
proposed WebVi3D dataset (16M samples), we incorpo-
rated a small portion (0.5M samples) of 3D data to optimize

model performance.

6. Additional Visualizations
Open-world 3D Generation with Long Sequences. We
manually configured complex camera trajectories, includ-
ing rotation, translation, zooming in, zooming out, focus
distance adjustments and various random combinations, as
shown in Figure 8 and Figure 7. Our model consistently
generates high-quality, continuous novel views along these
trajectories. Experimental visualizations demonstrate that
the model effectively preserves spatial consistency and vi-
sual realism across long sequences. This highlights its ro-
bustness in handling intricate camera paths, including rapid
transitions and diverse perspectives, making it highly appli-
cable to open-world scenarios.
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Figure 7. More Examples of Long-sequence Generation.
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Figure 8. Examples of Long-sequence Generation. High-quality novel views generated along complex camera trajectories, maintaining
spatial consistency and visual realism across extended sequences.
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