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1. Additional Experiments

In this section, we conduct some extra experiments to
demonstrate the effectiveness of our approach.

Stage Cosine Sim. ↑ MSE ↓ PSNR (dB) ↑

w/o PPCA, before fine-tune 0.2446 1.0262 20.70
with PPCA, before fine-tune 0.4067 0.3967 23.47

w/o PPCA, after fine-tune 0.4186 0.1404 23.81
with PPCA, after fine-tune 0.4807 0.0480 26.93

Table 1. The similarity between visual and thermal features of the
same scene on RGBT-CC.

1.1. The impact of PPCA on cross-modal feature
similarity

We evaluate the similarity between visual and thermal fea-
tures of the same scene extracted by the backbone network
to demonstrate the effectiveness of PPCA. Tab. 1 shows the
average similarity on RGBT-CC [3]. We evaluate feature
similarity through cosine similarity [8], mean square error
(MSE) [1], and peak signal noise ratio (PSNR) [2]. As the
table indicates, backbones pre-trained on general-purpose
single-modal databases extract features with a lower sim-
ilarity, which means that they capture less common infor-
mation between modalities of the same scene. After PPCA,
the similarity between cross-modal features improves, facil-
itating cross-modal learning. Similarly, after fine-tuning for
multi-modal crowd counting, the model underwent PPCA
capture more common information between modalities as
well. In general, PPCA improves the feature similarity be-
tween visual and thermal images of the same scene, thus
enhancing the model’s ability to capture shared information
across modalities.
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1.2. Performance on different multi-modal crowd
counting methods

Our proposed approach is plug-and-play and compatible
with existing multi-modal crowd counting methods. Tab. 2
shows the performance of our approach combined with ex-
isting open-source methods in Table 1 of the main paper on
RGBT-CC dataset [3]. As the table indicates, our approach
consistently improves the model’s performance on all five
metrics, which validates its effectiveness and compatibility.
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Method Venue Backbone GAME(0) GAME(1) GAME(2) GAME(3) RMSE

IADM [3] CVPR 2021 VGG-19 [7] 15.61 19.95 24.69 32.89 28.18
Ours(IADM) 12.02 15.86 20.13 26.47 22.48

MC3Net [9] TITS 2023 ConvNeXt-S [5] 11.47 15.06 19.40 27.95 20.59
Ours(MC3Net) 10.82 13.93 18.30 26.01 19.91

BM [6] ECCV 2024 Swin-T [4] 10.24 13.34 17.19 23.06 18.34
Ours(BM) 9.57 12.62 16.27 21.85 17.05

Table 2. Performances of our approach on different multi-modal crowd counting methods on RGBT-CC.
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