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Supplementary Material

This supplementary material provides additional anal-
ysis and results that complement the main submission.
Specifically, we delve deeper into the mechanisms and ben-
efits of our proposed Training-Free Chroma Key Content
Generation Diffusion Model (TKG-DM). We explore key
aspects such as the positive-to-negative ratio in the channel
mean shift, the denoising process, the impact of classifier-
free guidance, and the effects of negative prompts. All con-
tent here is based on the methodology outlined in the main
manuscript.

9. Additional Analysis

To further illustrate the capabilities of TKG-DM in gener-
ating chroma key content, we present comprehensive visu-
alizations and analyses. These include examinations of the
positive-to-negative ratio, detailed observations of the de-
noising process, an exploration of classifier-free guidance
effects, and an assessment of negative prompts.

9.1. Positive-to-Negative Ratio in Channel Mean
Shift

To generate images with a specified background color, we
introduce the channel mean shift technique as detailed in
Section 3.1. This method leverages the relationship be-
tween the positive-to-negative ratio of each channel in the
initial noise and the resulting color in the generated image.
By adjusting this ratio, we aim to optimize the initial noise
to produce the desired initial color noise. Fig. 12, 13 and
Fig. 14, 15 show results for both single-channel (channel
= 2) and multi-channel (channels = 2 and 3) mean shifts
for blue and green backgrounds, respectively. These figures
demonstrate that as the positive-to-negative ratio increases,
the method shifts toward generating a monochromatic back-
ground.

For cases without a prompt, both single-channel and
multi-channel mean shifts exhibit a similar trend, where the
foreground image disappears when the positive-to-negative
ratio reaches approximately 7%. In the single-channel sce-
nario, increasing the mean shift results in progressively
brighter tones. In contrast, the multi-channel case produces
consistent monochromatic images beyond this threshold.

When a text prompt is provided, the foreground object is
generated with strong semantic alignment to the prompt on
the desired color background. However, if the positive-to-
negative ratio is too low, the foreground aligns well with the
text, but the background retains unwanted object features.
Conversely, if the ratio is too high, the background becomes
a solid color, but the semantic alignment of the foreground

with the text deteriorates.
These results highlight the trade-off between foreground

text alignment and background color uniformity. Our tech-
nique optimizes the initial noise distribution by carefully
adjusting the positive-to-negative ratio, effectively balanc-
ing these factors. This enables the generation of consistent,
high-quality chroma key backgrounds across various noise
distributions, both single-channel and multi-channel.

9.2. Denoising Process
Denoising Step. To control the size, position, and num-
ber of foreground objects, we introduce the init noise se-
lection strategy in Section 3.2. Fig. 19, 20 and 21 show
visualizations of each denoising step for a standard SDXL,
SDXL with a Green Background Prompt (GBP), and TKG-
DM, respectively. As demonstrated in Fig. 20 and 21, us-
ing normal initial noise struggles to produce a stable sin-
gle foreground object or generate a monochromatic back-
ground. In contrast, our noise setup enables Stable Diffu-
sion to generate monochromatic background images across
various denoising steps. Specifically, with a small denoising
step value (denoising step = 5), our approach produces co-
herent semantic structures. These results indicate that our
method enables high-precision chroma key image genera-
tion even with fewer denoising steps compared to normal
initial noise. Further analysis at a denoising step value of
1 shows that, with the introduction of initial color noise,
the model produces images with a prominent green ele-
ment in the background, unlike when using normal initial
noise. This demonstrates that our method effectively gener-
ates background color elements, even with minimal denois-
ing steps.

Intermediate Step. Next, we examine the intermediate
results during the denoising process when the total num-
ber of denoising steps is set to 50. For a clear compari-
son, we conducted this analysis using three configurations:
normal SDXL, SDXL with a Green Background Prompt
(GBP), and TKG-DM, as shown in Fig. 19, Fig. 20, and
Fig. 21, respectively. At an early denoising step (e.g., step
= 1), our method exhibits a stronger green component than
the normal initial noise, indicating that our initial noise ad-
justments effectively guide the generation process toward a
green chroma key background from the outset.

9.3. Classifier-Free Guidance
Then, we analyze the relationship between TKG-DM and
Classifier-Free Guidance (CFG) by adjusting the guidance
scale values. Fig. 22, Fig. 23 and Fig. 24 show results for
normal SDXL, SDXL with the Green Background Prompt



(GBP), and TKG-DM, respectively. For SDXL with GBP,
increasing the guidance scale enhances the prominence
of the green background. In contrast, TKG-DM main-
tains a consistent monochromatic background, unaffected
by changes in guidance scale, due to the background control
provided by init color noise. This finding demonstrates that
in TKG-DM, the background color is independent of the
text prompt and unaffected by the guidance scale (CFG).
In other words, the background color information relies
solely on the init color noise, enabling the generation of
monochromatic backgrounds without any dependency on
the text prompt.

9.4. Negative Prompt
To further examine TKG-DM’s control capabilities, we ap-
plied a negative prompt to remove green tones from the
foreground. As shown in Fig. 25, we compared results for
SDXL with Green Background Prompt (GBP) and TKG-
DM. In SDXL with GBP, the background prompt’s green
setting interferes with the effectiveness of the negative
prompt, limiting control over the foreground’s green tones.
However, in TKG-DM, where init color noise controls the
background, the negative prompt selectively influences only
the foreground. This demonstrates TKG-DM’s superior
ability to manage negative prompts for precise color con-
trol in the foreground without affecting the background.

Additionally, when generating an elephant, traditional
models struggle to adjust size using either prompts or neg-
ative prompts. In contrast, as discussed in Section 6, TKG-
DM allows users to adjust object size more directly, provid-
ing a significant advantage in generating objects at varying
scales as needed.

10. Additional Results
10.1. Additional Results: TKG-DM with Green

Chroma Key Backgrounds
Fig. 26 and Fig. 27 provide additional examples based on
SD1.5 and SDXL, demonstrating TKG-DM’s effectiveness
in generating high-quality, chroma-keyed foreground im-
ages against a green background.

10.2. Additional Results: TKG-DM with Various
Chroma Key Backgrounds

TKG-DM allows the user to control the background via the
selection channel in channel mean shift (Section 4.1). Fig. 7
provides additional examples of chroma key backgrounds in
various colors. This demonstrates our approach’s effective-
ness in generating diverse chroma key backgrounds.

10.3. Additional Results: TKG-DM with Flow-
based Model

To demonstrate the generality of our approach beyond stan-
dard Stable Diffusion (SD) variants, we also applied TKG-

DM to a flow-based matching model, FLUX [23]. As in our
SD-based experiments, we freeze the FLUX model param-
eters and leverage the same Channel Mean Shift technique,
highlighting its training-free and wide applicability. Fig. 29
presents example results produced by FLUX with a speci-
fied background color using our channel mean shift strategy.

Interestingly, FLUX encodes color information into its
latent channels in a way that diverges from SD1.5 or SDXL.
Channel 1 often correlates with blue and orange hues, Chan-
nel 2 predominantly captures black and white tones, Chan-
nel 3 represents pink and green relationships, and Channel
4 governs brightness factors. Although these roles con-
trast with the channel distributions in SD-based models,
our framework remains effective because it only requires
identifying which channels to shift for the desired color ef-
fect. This flexibility further illustrates that TKG-DM is not
tied to any specific network architecture or parameter dis-
tribution, and can be seamlessly transferred to other gener-
ative pipelines—including flow-based, diffusion-based, or
new emerging frameworks—without additional model fine-
tuning. Consequently, TKG-DM holds promise for a wide
range of downstream tasks where reliable chroma-key con-
tent generation is needed, regardless of the underlying gen-
erative model’s channel semantics.

11. More Results of TKG-DM with application
track

Beyond text-to-image tasks, TKG-DM enables chroma key
content generation across various applications. The main
paper highlights applications involving ControlNet, layout-
aware text-to-image, consistency models, and text-to-video
models. Additionally, we demonstrate applications of
TKG-DM with Multi-Diffusion and text-to-3D generation.

11.1. Application to Multi-Diffusion
Multi-Diffusion [2] enables the generation of different im-
age regions using distinct diffusion processes. By apply-
ing TKG-DM to the central portion of the image while
keeping other areas under normal noise conditions, we can
control which parts of the image have chroma key back-
grounds. This flexibility allows precise control over both
background and foreground regions, supporting seamless
integration into multi-object scene generation and interac-
tive content creation.

11.2. Application to Text-to-3D
Using SV3D [48] with TKG-DM, we address text-to-3D
generation. Although a complete text-to-3D pipeline is
not yet implemented, TKG-DM’s background-free image
generation facilitates efficient 3D object extraction with-
out segmentation models, streamlining the creation of clean
3D assets from text prompts. Additionally, TKG-DM of-
fers potential for conditional text-to-3D applications, simi-



lar to ControlNet, enabling enhanced control over 3D object
generation based on specific textual inputs. This expands
the possibility of creating customized 3D models that are
aligned with user-defined criteria.

11.3. Additional Results in Application
Fig. 32 shows additional examples, including multi-
diffusion and text-to-3D techniques applied without fine-
tuning. We also present results where the chroma key pro-
cessing was applied to foreground generation, allowing ef-
ficient and flexible background generation without addi-
tional training. These results highlight TKG-DM’s versa-
tility across multiple generative tasks.
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Figure 12. Relationship between the positive-to-negative ratio and single-channel mean shift (channel = 2) without a text prompt. As the
ratio increases, the background shifts towards a monochromatic blue.

Figure 13. Relationship between the positive-to-negative ratio and single-channel mean shift (channel = 2) with the text prompt “red apple
and glass of juice”. Higher ratios lead to a monochromatic blue background but may degrade foreground alignment with the prompt.

Figure 14. Relationship between the positive-to-negative ratio and multi-channel mean shift (channels = 2 and 3) without a text prompt.
Increasing the ratio produces a consistent monochromatic green background.

Figure 15. Relationship between the positive-to-negative ratio and multi-channel mean shift (channels = 2 and 3) with the text prompt “red
apple and glass of juice”. Optimal ratios balance background uniformity and foreground alignment.
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Figure 16. Generated images in SDXL at various denoising steps (1 to 50). The images demonstrate the progression of generated content.
The input prompt is “An avocado”.
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Figure 17. Generated images in SDXL with Green Background Prompt at various denoising steps (1 to 50). The input prompt is “An
avocado”. The green background becomes more prominent with more denoising steps but may affect foreground quality.
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Figure 18. Generated images using TKG-DM at various denoising steps (1 to 50). The input prompt is “An avocado”. Our method
maintains a consistent green background across all steps.
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Figure 19. Denoising process progression in SDXL at various steps. The images demonstrate the evolution of generated content from
initial noise (Step = 1) to the final output (Step = 50). The input prompt = “An avocado”.
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Figure 20. Denoising process progression in SDXL with Green Background Prompt at various steps. The images demonstrate the evolution
of generated content from initial noise (Step = 1) to the final output (Step = 50). The input prompt = “An avocado”.
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Figure 21. Denoising process progression in our TKG-DM at various steps. The images demonstrate the evolution of generated content
from initial noise (Step = 1) to the final output (Step = 50). The input prompt = “An avocado”.
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Figure 22. Effect of varying guidance scales in SDXL. The guidance scale ranges from 1.0 to 10.0. The input prompt is “The cat”. Higher
guidance scales improve text alignment but may introduce background artifacts.

guidance_scale = 7.5

guidance_scale = 1.0 guidance_scale = 2.0 guidance_scale = 3.0 guidance_scale = 4.0 guidance_scale = 5.0

guidance_scale = 6.0 guidance_scale = 7.0 guidance_scale = 8.0 guidance_scale = 9.0 guidance_scale = 10.0

Figure 23. Effect of varying guidance scales in SDXL with Green Background Prompt. The input prompt is “The cat”. Increasing the
guidance scale enhances the green background but may affect foreground details.

guidance_scale = 7.5

guidance_scale = 1.0 guidance_scale = 2.0 guidance_scale = 3.0 guidance_scale = 4.0 guidance_scale = 5.0

guidance_scale = 6.0 guidance_scale = 7.0 guidance_scale = 8.0 guidance_scale = 9.0 guidance_scale = 10.0

Figure 24. Effect of varying guidance scales in TKG-DM. The input prompt is “The cat”. Our method maintains consistent background
and foreground quality regardless of the guidance scale.
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Figure 25. Comparison of results using negative prompts to modify colors and control size in generated images. For color adjustments,
the negative prompt removes specific tones, such as green, in both SDXL with Green Background Prompt (GBP) and TKG-DM. In TKG-
DM, init color noise enables selective color removal without affecting the background, demonstrating improved control. However, for
size control, where negative prompts are generally ineffective, TKG-DM achieves size adjustments through init noise selection, providing
enhanced flexibility in generating objects like an elephant at various scales.



Figure 26. Additional Result in Green Background with SD1.5



Figure 27. Additional Result in Green Background with SDXL



Figure 28. Additional Result in various color Background with SDXL
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Figure 29. TKG-DM applied to the FLUX flow-based model. By adjusting the mean shift in specific channels, TKG-DM generates
green and blue backgrounds without fine-tuning the model itself. The differences in each channel’s color representation from SD1.5 and
SDXL highlight TKG-DM’s architecture-agnostic design.

Figure 30. Additional Result in ControlNet with SD1.5



Figure 31. Additional Result in ControlNet with SDXL



Figure 32. Additional Result of Application track
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