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1. Full-model Finetuning vs. Soft Prompt
As discussed in the Introduction, our experiment reveals that
soft prompt tuning can match the performance of full-model
fine-tuning when trained with approximately 300 real images
of a single concept. In this section, we provide details about
that experiments.

In this experiment, we collected photos for three concepts:
one person (300 images), one dog (500 images), and one cat
(500 images). These images are “in-the-wild” and therefore
exhibit significant diversity in appearance. To address this,
we first roughly cropped the regions containing the target
concepts, creating datasets for each concept at a resolution
of 512× 512. The concepts of interest are typically centered
within the images. Our goal was to verify whether soft
prompt tuning could achieve performance comparable to full-
model fine-tuning, which is commonly used in personalized
image generation (i.e., [1–3]).

For full-model fine-tuning, we fine-tune Chameleon [4]
using the prompt “A photo of <sks>” with a learning rate of
1× 10−7, a batch size of 2, over maximum 1000 iterations.
For soft prompt tuning, we used the prompt “<sks> is
<token1>...<token16>. A photo of <sks>.” with a
learning rate of 1× 10−4, batch size of 4, for 15 epochs. In
another words, a concept is represented by k = 16 latent
tokens.

To evaluate general abilities, we used prominent bench-
marks such as MMLU [5] for text-only generation, POPE [6],
and MMBench [7] for visual question answering. For person-
alized abilities, we measured CLIP-Image Similarity [8] and
Facial Similarity using the off-the-shelf ArcFace model [9]
to compare generated images with the reference images.

The results are shown in Tab. 1 (first five rows, “300+
real images”). As the table demonstrates, full-model fine-
tuning leads to catastrophic forgetting, with performance
degradation ranging from 1–65% across tasks. Although fine-
tuning improves personalized image generation metrics (e.g.,
CLIP-Image Similarity increases from 0.804 to 0.849), it
significantly compromises the model’s general abilities, such
as text-only generation, where MMLU performance drops
from 65.4 to 59.6. In contrast, soft prompt tuning achieves
comparable performance in personalized image generation
(e.g., Facial Similarity reaches 0.429) while maintaining
general abilities nearly identical to the base model.

It is important to note that this experiment was conducted
for research purposes only and has limited practical applica-
bility, as users might not be able, or not willing to provide
300+ images of a concept. Nonetheless, this pilot study ef-
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Figure 1. With 300+ real images, soft-prompt tuning can match
the performance of full-model fine-tuning while retaining the
model’s overall abilities. We cannot show the facial results due to
anonymity.

fectively demonstrates the advantages of soft prompt tuning
over full-model fine-tuning: (1) it matches the performance
of full-model fine-tuning in personalized tasks and (2) miti-
gates catastrophic forgetting.

2. Additional Ablation Studies

Along with the ablation studies presented in the main paper,
we provide an additional ablation study on (1) the number of
“soft-positive” images and (2) Evaluation for Catastrophic
Forgetting . These studies could not be included in the main
paper due to space limitations.

2.1. Number of Soft-Positive Images
Similar to other ablation studiesin the main paper, this study
aims to analyze the effect of varying the number of “soft-
positive” images used during concept training. We vary the



General Abilities (↑) Personalized Image Gen. (↑)

POPE [6] MMBench [7] MMLU [5] CLIP-I [8] Facial Sim [9]
Settings pop rand adv en

Random 0.500 0.500 0.500 0.25 0.25 ∼0.3-0.5 ∼ 0.001
Original Chameleon [4] 0.702 0.504 0.656 0.57 0.52 0.423 0.001

300+ real images (3 concepts)
Soft Prompt (16 tokens) 0.702 (same) 0.504 (same) 0.656 (same) 0.57 (same) 0.50 (−3.8 %) 0.803 (+0.380) 0.427 (+0.426)

Full-model Fine-tuning (iter=300) 0.561 (−20.1%) 0.497 (−1.4%) 0.534 (−18.6%) 0.46 (−19.3%) 0.21 (−59.6%) 0.804 (+0.381) 0.429 (+0.428)

Full-model Fine-tuning (iter=500) 0.500 (−28.8%) 0.500 (−0.8%) 0.500 (−23.8%) 0.45 (−21.1%) 0.18 (−65.4%) 0.849 (+0.426) 0.429 (+0.428)

3-5 images (10 concepts)
Soft Prompt (16 tokens) 0.702 (same) 0.504 (same) 0.656 (same) 0.57 (same) 0.51 (−1.9%) 0.742 (+0.319) 0.225 (+0.224)

Full-model Fine-tuning (iter=300) 0.500 (−28.8%) 0.500 (−0.8%) 0.500 (−23.8%) 0.45 (−21.1%) 0.20 (−61.5%) 0.748 (+0.325) 0.242 (+0.241)

Table 1. Soft-Prompt Tuning vs. Full-Model Fine-Tuning. Overall, soft-prompt tuning matches the performance of full-model fine-tuning
for personalized abilities while retaining the original model’s general capabilities.
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Figure 2. Ablation studies on the number of “soft-positive” images.
Generally, increasing the number of “soft-positive” images helps to
boost performance.

number of “soft-positive” images from 0 to 1000, where 0 in-
dicates no “soft-positive” images were used during training,
and 1000 indicates that 1000 “soft-positive” images were
included.

The results are presented in Fig. 2. As shown, incor-
porating “soft-positive” images significantly improves per-
formance compared to training with only positive images
(e.g., 0.68 vs. 0.76+). Overall, increasing the number of
“soft-positive” images enhances performance, with satura-
tion observed around 1000 images when training with a soft
prompt of token length k = 16 tokens.

2.2. Catastrophic Forgetting

Similar to the evaluation in Sec. 1, for general abilities, we
utilized prominent benchmarks such as MMLU [5] for text-
only generation, POPE [6], and MMBench [7] for visual
question answering. For personalized abilities, we evalu-
ated CLIP-Image Similarity [8] and Facial Similarity using
the off-the-shelf ArcFace model [9] to compare generated

images with the reference images.
The results are presented in Tab. 1 (last three rows). As

shown, full-model finetuning leads to catastrophic forgetting
across all benchmarks, with performance drops ranging from
1% to 61.5%. In contrast, using soft prompts preserves the
model’s general performance across nearly all benchmarks
while achieving personalized abilities comparable to full-
model finetuning (e.g., CLIP-Image Similarity is 0.742 vs.
0.748).

3. Data Augmentation Details
Here, we provide details about the data augmentation process
for the ablation studies in the main paper. There are two main
approaches for creating augmented training data: (A) Using
positive images only, and (B) Using “Soft-Positive” Images
(Ours).

Augmentation with Positive Images Only. The objec-
tive of this approach is to increase the diversity of training
data when only 3–5 images of a subject are available. In-
spired by [10], given an input image (e.g., a photo of a cat),
we first obtain the corresponding object mask (e.g., the seg-
mentation mask of the cat) using a pretrained SAM [11].
Subsequently, we randomly resize the subject (ranging from
30–100%) within a 512× 512 image. This resized subject
is then paired with a randomly selected background caption
from a background library to inpaint the background (e.g.,
“A field of lavender flowers”) using StableDiffusion-XL [12].
Fig. 3A illustrates this process.

The background library contains 100 captions, all gen-
erated by GPT-4o [13] and later human-audited. Table 2
lists 10 randomly selected examples of these captions. All
augmented images generated through this process are treated
as positive images and are given equal weight as positive
samples during training.

Augmentation with “Soft-Positive” Images (Ours). In
this approach, input images are used to retrieve the top N
most similar images from LAION-5B [14]. These retrieved
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Figure 3. Comparison of data augmentation methods. Using ‘Soft-
Positive” images can increase both diversity and realism of the
training data.

images are referred to as “soft-positive” images. The re-
trieved images are ranked, and an adaptive prompt length
strategy is applied to describe them: the more similar a soft-
positive image is to the input image, the more tokens are
allocated to describe it. Fig. 3B provides some examples of
these “soft-positive” images.

Comparisons. A key limitation of (A) Augmentation
with Positive Images Only is that while the backgrounds
vary, the foreground subject remains the same, which might
restrict diversity in terms of the subject’s pose or other varia-
tions. In contrast, the “soft-positive” images not only provide
diverse background information but also add variations in
the foreground, such as pose and angle.

Additionally, it is important to note that augmented im-
ages are generated content, whereas “soft-positive” images
are real images. Training on real distributions can lead to
more realistic results compared to training on generated (syn-
thetic) distributions.

4. Limitation

Our method is not without limitations. The first limitation
arises when dealing with objects that have intricate details
(e.g., text on a cup or characters on a keyboard). Examples
of such cases are shown in Fig. 4(a).

The second limitation is that, like other personalization
methods [1, 3, 15], our method’s performance is constrained
by the capabilities of the base model. For instance, as
[15] highlights, personalized Vision-Language Models like
LLaVA [16] can still produce hallucinations (e.g., providing
an incorrect date of birth for a person when asked). Simi-

“A photo of <keyboard>”

“A photo of <neurips-cup>”<neurips-cup>

<keyboard>

“A photo a dog and a cat”

“A photo <bo> and a cat”

Input Image Generated Images Generated Images

(a) Details (b) Multiple Subjects

Figure 4. Limitations. (a) lacks of details; (b) Generate multiple
subjects

• A serene beach with golden sand and clear blue water.
• A vibrant sunset over a calm ocean.
• A snowy village during a peaceful winter evening.
• A quiet library filled with old books and wooden shelves.
• A crowded street in an ancient Asian market.
• A colorful spring garden in full bloom.
• A field of lavender flowers swaying in the breeze.
• A cozy coffee shop with a warm atmosphere and soft light.
• A stark, icy landscape with glaciers and frozen seas.
• A lush green valley surrounded by towering mountains.

Table 2. Sample of 10 out of 100 captions used for generating the
background with Stable Diffusion-XL [12]

larly, our approach inherits the limitations of its underlying
models, in this case, Chameleon/Anole [4, 17]. While these
models perform reasonably well in generating object-centric
images (e.g., “A photo of a dog”), they struggle with gener-
ating images involving multiple concepts (e.g., “A photo of
a dog and a cat,” as shown in Fig. 4(b)). Consequently, we
were unable to test our approach on multiple personalized
concepts effectively.

Lastly, although we achieved encouraging results in per-
sonalizing for individuals (e.g., facial similarity of 0.2xx),
there remains a significant gap when it comes to personaliz-
ing human faces. For reference, the recommended threshold
for facial recognition similarity is around 0.4–0.5, highlight-
ing considerable room for improvement in this area.
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