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A. Motivation for a Probabilistic Hallucination
Detection Module

By developing a model that outputs calibrated token-level
probabilities of uncertainty, we gain a fine-grained under-
standing of the model’s confidence in each word it pro-
duces. This calibration ensures that the probability esti-
mates accurately reflect the true likelihood of correctness.
When the model predicts a token with high uncertainty, it
may indicate a higher risk of hallucination at that point in
the text.

Even though we have token-level log probabilities, they
often correlate poorly with actual error rates due to miscal-
ibration. A log probability might suggest high confidence
numerically, but without calibration, it doesn’t guarantee
this confidence is justified. Calibrated uncertainties adjust
these probabilities to align better with real-world correct-
ness.

HalLoc offers a valuable opportunity to develop an exter-
nal token-level hallucination detection model that produces
well-calibrated uncertainty probabilities. Calibrating token
probabilities across a large vocabulary is inherently chal-
lenging due to the sheer number of possible tokens and the
complexity of accurately estimating their individual prob-
abilities. In contrast, a token-level hallucination detection
model trained on HalLoc only needs to be calibrated at a
binary level for each token—simply determining whether a
token is hallucinated. This reduction to a binary classifi-
cation task makes the calibration process more accessible
and more intuitive. Moreover, since this model operates
externally, it does not interfere with the language model’s
generation process, allowing us to enhance uncertainty es-
timation and hallucination detection without impacting the
quality of text generation.

B. Calibration Results and Analysis
To illustrate that an external hallucination detection model
trained on HalLoc can enhance the calibration quality
of token-level probabilities, we conduct a comprehensive
calibration analysis using the Expected Calibration Error
(ECE) [4]1 and Adaptive Calibration Error (ACE) [5]2 met-

1ECE measures the difference between predicted confidence and accu-
racy over a set of equally-spaced probability bins Bm, providing a metric
for model calibration. Formally:

ECE =
M∑

m=1

|Bm|
n

|acc(Bm)− conf(Bm)|

2ACE is similar to ECE but uses adaptive binning to ensure each bin
has an equal number of samples.

rics. Calibration measures the agreement between predicted
probabilities and actual outcomes, with lower ECE and
ACE values indicating better-calibrated models. Tables 3,
4, and 2 present the calibration results across three datasets:
HalLoc-Instruct, HalLoc-Caption, and HalLoc-VQA.

The models evaluated include:

• InternVL [1]: A strong Vision Language Model provid-
ing log probabilities.

• HalLocalizer (InternVL + VisualBERT): Our model
trained on HalLoc that combines InternVL embeddings
with VisualBERT.

• HalLocalizer (VisualBERT): Our model utilizing only
VisualBERT.

We report the ECE and ACE values as percentages (%).
Avg represents the macro-average of calibration errors for
positive and negative labels3.

B.1. Improvement in Calibration with HalLocalizer

Across all datasets, both versions of HalLocalizer exhibit
substantially lower ECE and ACE values than the baseline
InternVL model, indicating superior calibration and more
reliable probability estimates.

B.2. Performance Across Different Hallucination
Types

HalLocalizer versions maintain consistent and robust per-
formance across various hallucination categories, including
object, attribute, relationship, and scene. Notably, low ECE
and ACE values in attribute and relationship categories sug-
gest that HalLocalizer effectively identifies complex hallu-
cinations related to attributes and relationships. This consis-
tent performance indicates that HalLocalizer can effectively
identify subtle and complex hallucinations, enhancing its
applicability in diverse scenarios.

B.3. Impact of Temperature Scaling

Applying temperature scaling further reduces the ECE and
ACE values for both InternVL and HalLocalizer, enhanc-
ing their calibration. The reduction is more pronounced for
InternVL, indicating that it benefits more from calibration
techniques but still doesn’t match the baseline calibration of
HalLocalizer. This suggests that while temperature scaling
is beneficial, HalLocalizer models inherently possess better
calibration than the baseline.

3Due to the natural imbalance in positive labels (hallucinated tokens),
it is helpful to analyze each label separately.



Table 1. Avg Prob (Original) refers to average hallucination prob-
ability before adding Gaussian Noise. Avg Prob (σ) refers to aver-
age hallucination probability after applying Gaussian Noise with
different blur intensities (σ=5, σ=20).

Avg Prob
(Original)

Avg Prob
(σ=5)

Avg Prob
(σ=20)

Overall 19.70 19.99 20.81

B.4. Challenge of Detecting Positive Instances

Our analysis reveals that calibration errors are consistently
higher for positive instances—specifically, hallucinated to-
kens—across all models and datasets. This significant gap
between the calibration errors of positive and negative in-
stances highlights a critical obstacle in accurately detect-
ing hallucinated tokens. The challenge is exacerbated by
the varying distribution of hallucinated tokens across dif-
ferent tasks (with almost 100% in HalLoc-VQA, 25.37% in
HalLoc-Instruct, and 5.35% in HalLoc-Caption for halluci-
nated samples), making it difficult to train a granular hallu-
cination detection model effectively. Addressing this issue
is imperative for advancing the field, and future work must
focus on improving the sparse positive labels to enhance de-
tection accuracy and model reliability.

C. Analyzing the Grey Area

In real-world applications, visual data is rarely precise—it
often suffers from noise, distortions, or ambiguities caused
by factors like poor lighting, motion blur, or environmental
interference. We introduce Gaussian noise into images dur-
ing our experiments to simulate these imperfections, aim-
ing to evaluate how HalLocalizer handles such visual noise.
This approach is critical as it probes the grey area where the
model’s interpretations oscillate.

In our framework, object hallucination includes cases
where descriptions—such as attributes and relation-
ships—pertain to nonexistent objects. To explore this, we
selectively apply Gaussian noise: to the object bounding
boxes pertaining to truthful objects(including those describ-
ing attributes and relationships). For scene tokens, Gaussian
noise is added to the entire image.

The results, summarized in Table 1, reveal a gradual
increase in the likelihood of hallucinated tokens as im-
age noise intensifies, rather than an abrupt shift from non-
hallucination to hallucination. This nuanced progression
underscores the limitations of binary classification in cap-
turing such subtle transitions. Consequently, traditional bi-
nary metrics may fail to reflect the model’s performance
under varying noise conditions adequately. To address
this, incorporating probabilistic or spectrum-based evalua-
tion methods could provide a more detailed understanding

of the model’s behavior in the face of visual uncertainty.



Probability
Model

Calibration
Techniques

Label
total object attribute relationship scene

ECE ACE ECE ACE ECE ACE ECE ACE ECE ACE

InternVL

original
pos 73.72 67.21 - - - - - - - -
neg 91.60 78.17 - - - - - - - -
avg 82.66 72.69 - - - - - - - -

+TS
pos 39.25 38.67 - - - - - - -
neg 53.31 44.47 - - - - - - - -
avg 46.28 41.57 - - - - - - - -

HalLocalizer
(InternVL +
VisualBERT)

original
pos - - 20.92 20.80 0.86 1.37 28.71 28.48 3.23 3.02
neg - - 21.98 22.03 12.13 12.19 11.50 11.53 1.67 1.75
avg - - 21.45 21.41 6.50 6.78 20.11 20.00 2.45 2.38

+TS
pos - - 18.80 18.36 6.80 7.00 24.83 24.66 2.23 2.20
neg - - 20.64 20.87 8.86 11.25 9.43 9.82 1.22 1.69
avg - - 19.72 19.62 7.83 9.12 17.13 17.24 1.73 1.95

HalLocalizer
(VisualBERT)

original
pos - - 30.97 30.68 17.96 18.17 27.51 27.64 20.42 19.20
neg - - 5.36 5.41 6.12 6.13 7.10 7.16 0.96 0.97
avg - - 18.16 18.05 12.04 12.15 17.30 17.40 10.69 10.08

+TS
pos - - 27.34 27.29 13.15 13.89 24.03 23.99 17.72 16.11
neg - - 4.28 4.66 3.45 5.30 5.77 6.15 0.68 1.02
avg - - 15.81 15.97 8.30 9.60 14.90 15.07 9.20 8.56

Table 2. Probability Calibration of HalLocalizer on HalLoc-VQA. TS stands for Temperature Scaling.

Probability
Model

Calibration
Techniques

Label
total object attribute relationship scene

ECE ACE ECE ACE ECE ACE ECE ACE ECE ACE

InternVL

original
pos 64.44 64.44 - - - - - - - -
neg 78.90 72.71 - - - - - - - -
avg 71.67 68.57 - - - - - - - -

+TS
pos 31.79 32.01 - - - - - - - -
neg 43.08 37.37 - - - - - - - -
avg 37.44 34.66 - - - - - - - -

HalLocalizer
(InternVL +
VisualBERT)

original
pos - - 22.93 22.95 1.34 1.19 8.83 8.61 1.65 1.78
neg - - 0.11 0.13 1.95 2.00 5.83 5.89 0.29 0.36
avg - - 11.52 11.54 1.65 1.59 7.33 7.25 0.97 1.07

+TS
pos - - 21.75 21.70 2.56 2.41 7.55 7.34 1.11 2.00
neg - - 0.33 0.34 0.97 2.39 5.51 5.73 0.26 0.48
avg - - 11.04 11.02 1.77 2.40 6.53 6.54 0.69 1.24

HalLocalizer
(VisualBERT)

original
pos - - 20.42 20.40 0.78 0.44 8.94 8.95 2.43 2.09
neg - - 0.19 0.16 1.73 1.76 6.32 6.33 0.23 0.28
avg - - 10.31 10.28 1.25 1.10 7.63 7.64 1.33 1.19

+TS
pos - - 19.69 19.63 1.07 0.85 2.31 2.16 3.87 3.77
neg - - 0.14 0.18 1.48 1.79 4.16 5.83 0.24 0.36
avg - - 9.92 9.90 1.27 1.32 3.24 4.00 2.06 2.06

Table 3. Probability Calibration of HalLocalizer on HalLoc-Instruct. TS stands for Temperature Scaling.



Probability
Model

Calibration
Techniques

Label
total object attribute relationship scene

ECE ACE ECE ACE ECE ACE ECE ACE ECE ACE

InternVL

original
pos 46.47 46.47 - - - - - - - -
neg 64.86 46.61 - - - - - - - -
avg 55.66 46.54 - - - - - - - -

+TS
pos 16.51 15.57 - - - - - - - -
neg 31.63 14.16 - - - - - - - -
avg 24.07 14.87 - - - - - - - -

HalLocalizer
(InternVL +
VisualBERT)

original
pos - - 37.29 37.13 51.34 50.80 44.07 49.00 81.98 81.88
neg - - 0.04 0.08 0.57 0.54 0.17 0.13 0.10 0.10
avg - - 18.66 18.61 25.96 25.67 22.12 24.57 41.04 40.99

+TS
pos - - 34.34 34.32 51.22 50.68 40.68 45.81 79.86 79.76
neg - - 0.29 0.27 0.59 0.56 0.63 0.60 0.39 0.39
avg - - 17.32 17.30 25.91 25.62 20.66 23.21 40.12 40.08

HalLocalizer
(VisualBERT)

original
pos 21.61 21.41 31.30 31.30 21.31 19.46 22.02 24.05
neg - - 0.14 0.18 0.11 0.16 0.20 0.24 0.02 0.02
avg - - 10.88 10.79 15.71 15.73 10.75 9.85 11.02 12.04

+TS
pos 17.03 16.95 28.98 28.99 18.77 17.22 20.45 21.46
neg - - 0.45 0.40 0.24 0.21 0.30 0.26 0.17 0.16
avg - - 8.74 8.67 14.61 14.60 9.54 8.74 10.31 10.81

Table 4. Probability Calibration of HalLocalizer on HalLoc-Caption. TS stands for Temperature Scaling.



D. Illustrative Examples of HalLoc
We provide examples of data points in HalLoc for each of
HalLoc-VQA, HalLoc-Instruct, and HalLoc-Caption in Fig-
ures 1, 2, and 3. The general annotation format of HalLoc
is illustrated in Figure 4.

split

id

scene scene name

char_index

source text church

source metadata {id: ‘l_03634994’, source: ‘GQA’}

qa_metadata { }

qa_ids [l_03634994]
prompt <image> Question: Which place is it?

image_id 2367212
hallucinated_text castle

annotations object{ :[ ],

attribute :[ ],

relationship :[ ],

:[

}]}

:castle,
word_index :‘0’,

:‘0:6’,

train
vqa_18875

:{

Figure 1. Example of an entry in HalLoc-VQA of hallucination
type scene.

split

id

subject
name

char_index

source text The man is to the right of the refrigerator.

source metadata {id: ‘00142745’, source: ‘GQA’}

qa_metadata { }

qa_ids [00142745]
prompt <image> What is the position of the man relative to 

the refrigerator?

image_id 2336351
hallucinated_text The man is to the left of the refrigerator.

annotations object{ :[ ],

attribute :[ ],

relationship :[ 

scene :[]}

},

:man,
word_index :‘1’,

:‘4:7’

train
instruct_53

predicate

object

id:{ :960534,{

category },

word_index :‘1’,

:preposition

name:{ :left,

name

char_index

:refrigerator,
word_index :‘8’,

:‘30:42’

id:{ :960545,

}}]

char_index :‘4:7’

Figure 2. Example of an entry in HalLoc-Instruct of hallucination
type relationship.

split

id

source text There are two people sitting at the table. Both of 
them are studying. There are two cups on the table. 
On the table is a black open laptop. The cups are 
white. There is a binder on the table. The woman is 
holding a highlighter. The table behind them is 
empty. It has blue seats. The umbrella is attached 
to a pole.

source metadata {id: ‘sp_35891’, source: ‘stanford’}
qa_metadata { }

qa_ids [08452448, 08452056, 08451948, 08451888, 08451933]
prompt <image> Can you describe the main features of this 

image for me?

image_id 2381770

annotations {

scene :[]}

train
caption_18232

There are two people sitting at the table. Both of 
them are studying. There are two cups on the 
table. On the table is a black open laptop. The 
laptop is on the chair. The cups are white. There 
is a binder on the table. The woman is holding a 
highlighter. The guy is to the left of the book. 
The table behind them is empty, except for a 
bottle. It has blue seats. The umbrella is 
attached to a pole and is yellow. To the left of 
the image, there is a car positioned under a tree.

hallucinated_text

obj

question_id

object :[ 

}}],
char_index :‘337:343’,

:08451933

name:{ :bottle,{

attribute :[ { attribute

question_id },
char_index :‘421:425’,

:08451948

name:{ :left,

obj

question_id
char_index :‘451:454’,

:08451948

name:{ :car,

}},
{ attribute

question_id },
char_index :‘412’,

:08451888

name:{ :yellow,

obj

question_id
char_index :‘368:376’,

:08451948

name:{ :umbrella,

}}],
relationship :[ { subject

question_id },
char_index :‘260:263’,

:08752448

name:{ :guy,

object

question_id },
char_index :‘286:290’,

:08752448

name:{ :book,

predicate

question_id }},
char_index :‘274:278’,

:08752448

name:{ :left,

{ subject

question_id },
char_index :‘144:150’,

:08452056

name:{ :laptop,

object

question_id },
char_index :‘161:166’,

:08452056

name:{ :chair,

predicate

question_id }}],
char_index :‘274:278’,

:08452056

name:{ :on,

Figure 3. Example of an entry in HalLoc-Caption comprising of
multiple types of hallucination; object, attribute, relationship.

split id

scene

obj

source text “Ground truth text of the hallucinated text (VQA/Instruct/Caption)”

source metadata

Question ids from the HQA Database used to create the hallucinated text

qa_metadata { }
qa_ids

prompt

image_id hallucinated_text

annotations object{ :[ 

attribute

relationship

{benchmark_type (VQA, Instruct, Caption}_id

source{
id

source dataset of the source text (GQA/Stanford/Localized Narratives) 
id of the source_text in the source dataset

:{ 

char_index
word_index word index in the hallucinated text

character index in the hallucinated text}],

,

:[{ attribute :{ 

name token

name : “”, word_index : “”, char_index : “”}},
obj :{ name : “”, word_index : “”, char_index : “”}}],

:[{ subject :{ name : “”, word_index : “”, char_index : “”}},
object :{ name : “”, word_index : “”, char_index : “”}},

predicate :{ name : “”, word_index : “”, char_index : “”}}],
:[{ scene :{ name : “”, word_index : “”, char_index : “”}}]}

Instruction

,

Figure 4. Annotation format of HalLoc



E. HalLoc Instruction Details
Each entry of HalLoc consists of an {Instruction}-
{Response} pair. We show the details of the templates
we used for the instructions in HalLoc-VQA in Figure 5,
HalLoc-Instruct in Figure 6 and HalLoc-Caption in Figure
7.

<image> {Q}

<image> Question: {Q}

<image> {Q} A short answer to the question is

<image> Q: {Q}, A:

<image>
Given the image, answer the following question 

with no more than three words {Q}

<image> Based on the image, respond to this question 
with a short answer: {Q}, Answer:

<image> Use the provided image to answer the question: 
{Q}. Provide your answer as short as possible.

<image>
What is the answer to the following question?

: {Q}

<image>
The question {Q} can be answered using the 

image. A short answer is:

<image> Question: {Q}, A:

Figure 5. Examples of instructions for model responses in HalLoc-
VQA. Q is a placeholder for the visual question.

<image> Explain {Q}

<image> Describe {Q}

<image> Discuss {Q}

<image> Question: {Q}, Long answer:

<image> Based on the image, repspond to this question 
with a full sentence {Q}. Answer:

<image> {Q}, A long answer to the question is:

<image> What is the answer to the following question?
:{Q}

<image> Q: {Q}, A:

Figure 6. Examples of instructions for model responses in HalLoc-
Instruct. Q is a placeholder for the visual question.

<image>Write a detailed description of the given image

<image>
Can you describe the main features of this 

image for me?

<image> Describe the following image

<image> What are the key elements in this picture?

<image> What’s happening in this scene?

<image>Can you elaborate on the elements of the 
picture provided?

<image>Describe the following image

<image> What do you see happening in this image?

<image>
Can you elaborate on the elements of the 

picture provided?

<image>
Can you describe the main features of this 

image for me?

<image> What is this photo about?

<image>
Explain the visual content of the image in 

great detail.

<image>
Analyze the image in a comprehensive and 

detailed manner.

<image>What do you see happening in this image?

<image>What are the key elements in this picture?

<image>
Explain the visual content of the image in 

greate detail

<image> What do you think is going on this snapshot?

<image> Analyze the image in a comprehensive manner.

<image>What is happening in the scene?

Figure 7. Examples of instructions for model responses in HalLoc-
Caption.



F. HQA Injection Pipeline Details

F.1. Annotating QA pairs

HalLoc utilizes the GQA dataset [2] as the foundation for its
questions and answers. In particular, we take advantage of
the questions and scene graphs provided by GQA to achieve
detailed annotations of the components within each ques-
tion and answer. Figures 8 and 9 show examples of how
we annotate a GQA question and answer to save them in
the HQA Database. The hallucinated answer in Figure 8 is
directly derived from the GQA question (the other choice).
The hallucinated answer in Figure 9 comes from crafted hal-
lucinated candidates.

image_id 2374937

question_id 1485806

semantic_type relationship

detailed_type predicate

hallucination_type other

metadata

question Is the open drawer to the right or to the left of the freezer 
where the magnet is on?

original_answer left

hallucinated_answer right

name :drawer,
hallucinated_trait { subject id:{ :2999233,

word_index :‘2:4’,

other_id :None,

detailed_description :{ name :open drawer,

detail_type :attribute,

word_index :‘1’
annotations :{ name :drawer,

}}},

name :fridge,
object id:{ :2216487,

word_index :’13:18’,

other_id :3696339,

detailed_description :{ name :freezer the magnet is on,

detail_type :relation,

annotations :{ name :freezer
word_index :‘0’}}},

predicate name :right,:{
}},category :preposition

{ source :GQA,
hallucinated_answer_source :GQA,
gqa_types :{ detailed

semantic

structure

:relChooser,
:rel,
:choose }}}

Figure 8. Example of how each component in a single visual QA
pair in the GQA dataset is annotated with hallucinating question
and answer in HalLoc’s HQA Database.

F.2. Crafting Hallucinated Answers

After we generate a set of hallucinated answer candidates
that reflect common causes and patterns of hallucinations
in Large Vision-Language Models (LVLMs), we use GPT-
4 [6] to choose a hallucinated answer from these candi-
dates. Specifically, GPT-4 is employed to assess halluci-
nated answer candidates for attribute and relationship ques-
tions, which demand advanced reasoning to avoid gener-
ating nonsensical or overly similar responses. Figures 10
and 11 show the prompts used to evaluate the hallucinated
answers. In practice, each prompt is associated with in-
context examples to demonstrate how the process works.

image_id 2374937

question_id 1485806

semantic_type attribute

detailed_type general

hallucination_type Concept association bias

metadata

question What color are the mirrors?

original_answer black

hallucinated_answer blue

name :mirrors},
hallucinated_trait { obj id:{ :1130848,

category :color}},
attribute name:{ :blue,

{ source :GQA,
hallucinated_answer_source :GPT-4,
gqa_types :{ detailed

semantic

structure

:directWhich,
:attr,
:query }}}

Figure 9. Example of how each component in a single visual QA
pair in the GQA dataset is annotated with hallucinating question
and answer in HalLoc’s HQA Database.

F.3. Determining Injection Points
We pose the question to the paragraph to identify where to
inject the hallucinated answers. Specifically, subsections of
the paragraph that share similarities with the hallucinated
elements the question seeks become ideal candidates for in-
jection. A brief reminder that the hallucinated elements for
each question type are:

Object: <obj>
Attribute: <attr><obj>
Relationship: <obj1><rel><obj2>
Scene: <sce>
Figures 12, 13, and 14 illustrate the prompts used to

guide GPT-4 in determining injection points for attribute,
relationship, and scene type questions. Note that identify-
ing injection points for object type questions is unnecessary,
as it is evident that the paragraphs do not include the hallu-
cinated object.

F.4. Injecting Hallucinated Answers
After identifying possible injection points, we prompt GPT-
4 to inject the hallucinated answer to the paragraph.

Figures 15, 16, 17, and 18 illustrate the prompts used
to inject hallucinated answers for object, attribute, relation-
ship, and scene type questions, respectively.

F.5. Verifying Injection
After each injection, we verify whether the injection
pipeline properly inserted the hallucinated answer. This
step is necessary because, despite specific instructions and
rule-based filtering, we have observed several instances
where GPT-4 fails to inject hallucinated answers correctly.
In particular, while creating HalLoc-Caption, which re-
quires multiple rounds of HQA injection, we observed suc-
cess rates of 57%, 33%, 30%, and 61% for object, attribute,
relationship, and scene questions, respectively.



Figures 19, 20, 21, and 22 show the prompts used to
verify each injection step for object, attribute, relationship,
and scene questions. Refer to Algorithm 1 for a complete
algorithmic overview of the HQA injection.

Algorithm 1 HQA Injection

Require: Paragraph P , Number of HQA pairs n, QA
database Q

1: Select n HQA pairs from Q
2: Initialize curr paragraph← P
3: Initialize coarse annotations← ∅
4: for each question-hallucinated answer pair i ∈ [1, n]

do
5: Extract components a, b, c from i
6: if answer c in curr paragraph then
7: injection point← c
8: else if component a or b in curr paragraph then
9: injection point← phrase surrounding a or b

10: else
11: injection point← selected by GPT-4
12: end if
13: Use GPT-4 to inject the hallucinated answer at the

injection point
14: Obtain modified paragraph, phrase, and

components
15: if modified paragraph does not contain phrases in

coarse annotations then
16: Continue to next question
17: end if
18: if phrase not unique in modified paragraph then
19: Continue to next question
20: end if
21: if phrase does not contain components then
22: Continue to next question
23: end if
24: if additional hallucinations introduced then
25: Continue to next question
26: end if
27: if hallucinated answer differs from hallucination in

phrase then
28: Continue to next question
29: end if
30: Update curr paragraph to modified paragraph
31: Add phrase, components to coarse annotations
32: end for
33: for each ann in coarse annotations do
34: Find index of phrase in modified paragraph
35: Find index of components in phrase
36: Annotate each component with index
37: end for



Goal:
Replace the correct attribute in the answer with a false attribute from the list of 
Hallucination Candidates.

Provided Information:
1. Question: The question asks for the attribute of an object.
2. Answer: The correct attribute of the object.
3. Components: The <attribute><object> relationship that the question asks for.
4. Hallucination Candidates: A list of possible incorrect attributes.
5. Hard Danger Zone: Other correct attributes that could replace the original 
correct attribute in the <attribute><object> relationship.
6. Image-Region Descriptions: Contextual descriptions of the image.

Task: 
Modify an Answer by Replacing the Correct Attribute with a False One

Process:
1. Remove irrelevant attributes that do not answer the question.
2. Remove attributes synonymous with the correct answer.
3. Remove attributes synonymous with those in the Hard Danger Zone.
4. Remove attributes that are contextually implausible 

(e.g., avoid illogical pairings like "delicious car").
5. If valid candidates remain, randomly select one as the false attribute.
6. If no valid candidates remain, generate a plausible but incorrect attribute.

Output:
- correct_attribute: The original correct attribute
- false_attribute: The selected false attribute
- eliminated_candidates: [name: candidate name,

reason: one of <'irrelevant', 'synonym', 'hard dang’, ‘implausible’>,
detailed_reason: a detailed reason for the elimination
]

Figure 10. Prompt used to craft hallucinated answers for hallucination type attribute.



Goal:
Replace the correct answer with a false answer from the list of Hallucination Candidates.

Provided Information:
1. Question: The question asks for a relationship between two objects.
2. Answer: The correct answer to the question.
3. Components:

The <subject> <predicate> <object> relationship the question asks for.
4. Hallucination Candidates: A list of possible incorrect answers.
5. Hard Danger Zone:

Relationships that share two components with the correct relationship.
6. Soft Danger Zone:

Relationships that share one component with the correct relationship.
7. Image-Region Descriptions: Contextual descriptions of the image.

Task:
Modify an answer by replacing the correct relationship with a false one.

Process:
1. Remove irrelevant candidates that do not answer the question.
2. Remove candidates that are synonymous with the correct answer.
3. Remove candidates that fall into the hard danger zone.
4. Remove candidates that fall into the soft danger zone.
5. Remove candidates that make the relationship contextually implausible

(e.g., remove illogical pairings like a "pole wearing a jacket").
1. If valid candidates remain, randomly select one as the false answer.
2. If no valid candidates remain, generate a plausible but incorrect answer.

Output:
- correct_answer: The original correct answer.
- false_answer: The selected false answer.
- eliminated_candidates: [name: The candidate name,

reason: One of <'irrelevant', 'synonym', 'hard danger', 'soft danger',
or 'implausible’>,
detailed_reason: A detailed reason for the elimination.
]

Figure 11. Prompt used to craft hallucinated answers for hallucination type relationship.

Goal:
Determine the appropriate classification based on the following cases:

- Case 1: The paragraph mentions both the object and the correct attribute.
- Case 2: The paragraph mentions the object, but not the correct attribute.
- Case 3: The paragraph does not mention the object or the correct attribute.

Provided Information:
1. A paragraph.
2. A question about the attribute of an object mentioned in the paragraph.
3. The correct attribute for that object.
4. The <attribute> <object> component of the attribute the question asks for.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. 'object': The object mentioned in the question as it appears in the paragraph. If the object

is not mentioned, use 'None'.
2. 'attribute': The attribute mentioned in the question as it appears in the paragraph. If the

attribute is not mentioned, use 'None'.
3. 'phrase_with_attribute': The unique phrase from the paragraph containing all or parts of the

correct attribute. The phrase should be at least five words long. If none of the elements
are mentioned, use 'None'.

4. 'case': The case number (1, 2, or 3).

Figure 12. Prompt used to determine the injection points of the hallucinated answers to source texts for hallucination type attribute.



Goal:
Determine the appropriate classification based on the following cases:

- Case 1: All three elements (subject, predicate, object) of the correct relationship are
present in the paragraph. The correct answer to the question can be found in the
paragraph.

- Case 2: One or two elements (subject, predicate, object) of the correct relationship are
present in the paragraph.

- Case 3: None of the elements (subject, predicate, object) of the correct relationship are
present in the paragraph.

Provided Information:
1. A paragraph.
2. A question about the relationship between two objects.
3. The correct answer to the question.
4. The <subject> <predicate> <object> component of the relationship the question
asks for.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. 'subject': The subject of the correct relationship as it appears in the paragraph.

If it isn't mentioned in the paragraph, use 'None'.
2. 'predicate': The predicate of the correct relationship as it appears in the paragraph.

If it isn't mentioned in the paragraph, use 'None'.
1. 'object': The object of the correct relationship as it appears in the paragraph. If it

isn't mentioned in the paragraph, use 'None'.
2. 'phrase_with_relationship': The unique phrase from the paragraph containing all or parts

of the correct relationship. The phrase should be at least five words long. If none of the
elements are mentioned, use 'None'.

3. 'case': The case number (1, 2, or 3).

Figure 13. Prompt used to determine the injection points of the hallucinated answers to source texts for hallucination type relationship.

Goal:
Determine the appropriate classification based on the following cases:

- Case 1: The paragraph mentions the correct answer to the question.
- Case 2: The paragraph does not mention the correct answer to the question.

Provided Information:
1. A paragraph.
2. A question about the place, location, or weather described in the paragraph.
3. The correct answer to the question.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. 'scene': The correct answer as described in the paragraph. If it is not mentioned, use 'None'.
2. 'phrase_with_scene': The unique phrase from the paragraph that includes the correct answer.

The phrase should be at least five words long. If it is not mentioned, use 'None'.
3. 'case': The case number (1 or 2).

Figure 14. Prompt used to determine the injection points of the hallucinated answers to source texts for hallucination type scene.



Goal:
The incorrect answer includes a non-existent object. You need to add a phrase or sentence to t
he original paragraph that introduces the non-existent object.

Provided Information:
1. A paragraph describing an image.
2. A question about the paragraph.
3. An incorrect answer to the question.
4. The non-existent object mentioned in the incorrect answer.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. 'updated_paragraph': The paragraph with the added phrase or sentence introducing the

non-existent object.
2. 'modification_details': A dictionary containing:
3. 'added_phrase': The phrase or sentence added to the paragraph.
4. 'context_with_incorrect_answer': The incorrect answer within the added phrase. Should be at

least five words long.
5. 'non_existent_object': A dictionary with:
6. 'original_term': The original name of the non-existent object as it appeared in the

incorrect answer.
7. 'updated_term': The name of the non-existent object as it appears in the updated paragraph.

Requirements:
- Do not introduce any additional objects beyond the one mentioned in the incorrect answer.
- Make no other changes to the paragraph except for the addition of the phrase or sentence that
introduces the non-existent object.

Figure 15. Prompt to inject hallucinated answers pertaining to <obj> hallucination.

Goal:
The incorrect answer contains a hallucinated attribute. Your job is to add a phrase or sentence
to the original paragraph that introduces the hallucinated attribute.

Provided Information:
1. A paragraph describing an image.
2. A question about the paragraph.
3. An incorrect answer to the question.
4. The hallucinated attribute in the incorrect answer.
5. The image context.
6. A possible insertion point: the phrase within the original paragraph where the hallucinated
attribute could be inserted.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. `updated_paragraph`: The paragraph with the added phrase or sentence introducing the

hallucinated attribute.
2. `modification_details`: A dictionary containing:

• `added_phrase`: The phrase or sentence added to the paragraph.
• `context_with_incorrect_answer`: The phrase containing the full hallucinated attribute,

with at least five words.
3. `hallucinated_attribute`: A dictionary with:

• `hallucinated_trait`: A dictionary with:
ü `original_term`: The original term of the hallucinated trait from the incorrect

answer.
ü `updated_term`: The term of the hallucinated trait as it appears in the updated

paragraph.
• `object`: A dictionary with:

ü `original_term`: The original name of the object associated with the hallucinated
trait from the incorrect answer.

ü `updated_term`: The name of the object with the hallucinated trait as it appears in
the updated paragraph.

Requirements:
- Do not introduce any additional objects or details except for the hallucinated attribute
mentioned in the incorrect answer and the image context.
- Make no other changes to the paragraph except for the addition of the phrase or sentence that
introduces the hallucinated attribute.
- Try to introduce the hallucinated attribute in the insertion point.

Figure 16. Prompt to inject hallucinated answers pertaining to <attr> hallucination.



Goal:
The incorrect answer contains a hallucinated relationship. Your job is to add a phrase or sente
nce to the original paragraph that introduces the hallucinated relationship.

Provided Information:
1. A paragraph describing an image.
2. A question about the paragraph.
3. An incorrect answer to the question.
4. The hallucinated relationship in the incorrect answer.
5. The image context.
6. A possible insertion point: the phrase within the original paragraph where the hallucinated
relationship could be inserted.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. `updated_paragraph`: The paragraph with the added phrase or sentence introducing the

hallucinated relationship.
2. `modification_details`: A dictionary containing:

• `added_phrase`: The phrase or sentence added to the paragraph.
• `context_with_incorrect_answer`: The phrase containing the full hallucinated

relationship, with at least five words.
3. `hallucinated_relationship`: A dictionary with:

• `subject`: A dictionary with:
ü `original_term`: The original term of the subject from the incorrect answer.
ü `updated_term`: The term of the subject as it appears in the updated paragraph.

• `predicate`: A dictionary with:
ü `original_term`: The original name of the predicate from the incorrect answer.
ü `updated_term`: The term of the predicate as it appears in the updated paragraph.

• `object`: A dictionary with:
ü `original_term`: The original name of the object from the incorrect answer.
ü `updated_term`: The term of the object as it appears in the updated paragraph.

Requirements:
- Do not introduce any additional objects or details except for the hallucinated relationship me
ntioned in the incorrect answer and the image context.
- Make no other changes to the paragraph except for the addition of the phrase or sentence that
introduces the hallucinated relationship.
- Try to introduce the hallucinated relationship in the insertion point.

Figure 17. Prompt to inject hallucinated answers pertaining to <rel> hallucination.

Goal:
The incorrect answer includes a incorrect place, location, or weather. You need to add a phrase
or sentence to the original paragraph that introduces the incorrect place, location, or weather.

Provided Information:
1. A paragraph describing an image.
2. A question about the paragraph.
3. An incorrect answer to the question.
4. The incorrect place, location, or weather mentioned in the incorrect answer.
5. A possible insertion point: the phrase within the original paragraph where the hallucinated p
lace, location, or weather could be inserted.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual
commonsense knowledge.

Response Format:
1. 'updated_paragraph': The paragraph with the added phrase or sentence introducing the

non-existent object.
2. 'modification_details': A dictionary containing:

• 'added_phrase': The phrase or sentence added to the paragraph.
• 'context_with_incorrect_answer': The incorrect answer within the added phrase. Should b

e at least five words long.
3. 'incorrect_place_location_weather': A dictionary with:

• 'original_term': The original name of the incorrect place, location, or weather as it a
ppeared in the incorrect answer.

• 'updated_term': The name of the incorrect place, location, or weather as it appears in
the updated paragraph.

Requirements:
- Do not introduce any additional details beyond what is already in the paragraph.
- Make no other changes to the paragraph except for the addition of the phrase or sentence that i
ntroduces the incorrect place, location, or weather.
- Try to introduce the hallucinated place, location, or weather in the insertion point.

Figure 18. Prompt to inject hallucinated answers pertaining to <sce> hallucination.



Task:
Decide whether the modified paragraph should be kept or discarded.
Discard the modified paragraph if:
- The hallucinated object is a synonym of an existing object in the image.
- The added phrase introduces additional hallucinated objects not present in the image.
- The hallucinated object and the object mentioned in the added phrase refer to completely
different things.

Provided Information:
1. The original paragraph describing an image.
2. The hallucinated object that was added to the paragraph.
3. The modified paragraph after the addition.
4. The specific phrase that was added.
5. The object mentioned in the added phrase.
6. A list of objects actually present in the image.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual commonsense knowledge.

Response Format:
1. 'decision': 'keep' or 'discard'
2. 'reason’: 'is_a_synonym', 'introduced_additional_hallucinated_objects', 'different_terms’,

or 'keep'
3. 'detailed_reason': 'A detailed explanation of the decision.'

Figure 19. Prompt to verify each injection step of injecting hallucinated answers for <obj> hallucination.

Task:
Decide whether the modified paragraph should be kept or discarded.
Discard the modified paragraph if:
- The hallucinated attribute is a synonym of an actual attribute of the object.
- The added phrase introduces additional hallucination apart from the intended hallucinated
attribute.
- The intended hallucinated attribute and object differ from the mentioned hallucinated attribute
and object in the modified paragraph.

Provided Information:
1. The original paragraph describing an image.
2. The hallucinated attribute and corresponding object that was added to the paragraph.
3. The modified paragraph after the addition.
4. The specific phrase that was added.
5. The mentioned hallucinated attribute and object in the modified paragraph.
6. A list of actual attributes of the object.
7. A list of additional details of the image.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual commonsense knowledge.

Response Format:
1. 'decision': 'keep' or 'discard'
2. 'reason’: 'is_a_synonym', 'introduced_additional_hallucinated_objects', 'different_terms’,

or 'keep'
3. 'detailed_reason': 'A detailed explanation of the decision.'

Figure 20. Prompt to verify each injection step of injecting hallucinated answers for <attr> hallucination.



Task:
Decide whether the modified paragraph should be kept or discarded based on the following criteria:
- Discard if the added phrase introduces other hallucinations beyond the intended hallucinated
relationship.
- Discard if the intended hallucinated relationship differs from the mentioned hallucinated
relationship in the modified paragraph.

Provided Information:
1. The original paragraph describing an image.
2. The hallucinated relationship that was added to the paragraph.
3. The modified paragraph after the addition.
4. The specific phrase that was added.
5. The mentioned hallucinated relationship in the modified paragraph.
6. A list of additional details about the image.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual commonsense knowledge.

Response Format:
1. 'decision': 'keep' or 'discard'
2. 'reason’: 'is_a_synonym', 'introduced_additional_hallucinated_objects', 'different_terms’,

or 'keep'
3. 'detailed_reason': 'A detailed explanation of the decision.'

Figure 21. Prompt to verify each injection step of injecting hallucinated answers for <rel> hallucination.

Task:
Decide whether the modified paragraph should be kept or discarded.
Discard the modified paragraph if:
- The added phrase introduces additional hallucination apart from the intended hallucinated place,
location, or weather.
- The hallucinated place, location, or weather and the place, location, or weather mentioned in th
e added phrase refer to completely different things.

Provided Information:
1. The original paragraph describing an image.
2. The hallucinated place, location, or weather that was added to the paragraph.
3. The modified paragraph after the addition.
4. The specific phrase that was added.
5. The place, location, or weather mentioned in the added phrase.

Task:
You are an AI assistant with strong reasoning abilities and advanced visual commonsense knowledge.

Response Format:
1. 'decision': 'keep' or 'discard'
2. 'reason’: 'is_a_synonym', 'introduced_additional_hallucinated_objects', 'different_terms’,

or 'keep'
3. 'detailed_reason': 'A detailed explanation of the decision.'

Figure 22. Prompt to verify each injection step of injecting hallucinated answers for <sce> hallucination.



G. Qualitative Analysis of HalLocalizer
We provide a qualitative analysis of the performance of Hal-
Localizer. We use the HalLocalizer trained with LLaVA [3]
embeddings to conduct the analysis.

G.1. Success Scenarios
Figure 23 presents examples where HalLocalizer success-
fully localized hallucinations and correctly identified their
types. Figure 23 (a) and (b) show successful cases from
HalLoc-VQA, while (c) and (d) depict successful examples
from HalLoc-Instruct. Figure 23 (e) illustrates a successful
case from HalLoc-Caption.

G.2. Failure Scenarios
Figure 24 illustrates several instances where HalLocalizer
did not perform as expected on the test cases from HalLoc.

Figure 24 (a) depicts a frequent failure pattern where
HalLocalizer incorrectly identifies a non-existent object in
the image as a relationship type. This error occurs because
the question prompts for a relationship, but HalLoc classi-
fies any non-existent object as an object type rather than a
relationship.

Figure 24 (b) presents another common failure, where
HalLocalizer only partially identifies components of hallu-
cination. Such failure cases show that HalLocalizer is im-
perfect in identifying word boundaries, which should be ex-
plored further in future research.

Figure 24 (c) highlights a recurring issue, particularly
with HalLoc-Caption, where HalLocalizer fails to detect
any hallucinated tokens. This problem likely stems from the
sparse presence of hallucinated tokens in lengthy responses.
Future research should explore innovative approaches to ad-
dress this challenge.

G.3. HalLocalizer in Real-World Scenarios
We evaluate HalLocalizer on free-form responses generated
by real-world VLMs to assess its performance in practi-
cal settings beyond HalLoc. Figure 25 shows case studies
where HalLocalizer is applied to detailed descriptions gen-
erated by LLaVA [3]. These examples highlight the robust-
ness and adaptability of HalLocalizer when dealing with the
complexity and variability of real-world data.



Attribute

Correct Hallucination Label:

No, the girl is carrying the boots

Explain: Is the girl wearing boots?

✅

Prompt

Prediction:

(c)

(e) Write a detailed description of the given image.Prompt

This is an image taken in a restaurant. In the foreground of the picture, there is a table; on the table, there is  
bowI, spoon, and dish, and in front of the table, there is a person sitting in a chair. Behind him, there are many 
people sitting in chairs, and there are many tables. On the tables, there are candles, flower vase, and other o
bjects. There is a racket placed between the tables. On the left there is a light. Background is little dark.

Object

Object

Relation

Relation No, the girl is carrying the boots

Correct Hallucination Label:

The blanket is brown.

What is the answer to the following question: 
“What color is the blanket at the bottom?

✅

Prompt

Prediction:

(d)

The blanket is brown.Attribute

paddle

Given the image, answer the following     
question with no more than three words.   
What is the dog standing on?

✅

Prompt(a)

Relation

Relation paddle

black

Question: Which color is the skirt?

✅

Prompt(b)

black

Attribute

Attribute

This is an image taken in a restaurant. In the foreground of the picture, there is a table; on the table, there is  
bowI, spoon, and dish, and in front of the table, there is a person sitting in a chair. Behind him, there are many 
people sitting in chairs, and there are many tables. On the tables, there are candles, flower vase, and other o
bjects. There is a racket placed between the tables. On the left there is a light. Background is little dark.

Correct Hallucination Label:

Prediction:

Correct Hallucination Label:

Prediction:

Prediction:

Correct Hallucination Label:

Figure 23. Success cases of HalLoc: Correctly localizes and identifies hallucination type (a) relationship and (b) attribute in HalLoc-VQA.
Correctly localizes and identifies hallucination type (c) relationship and (d) attribute in HalLoc-Instruct. Correctly localizes and identifies
hallucination type (e) object in HalLoc-Caption.



Object building

building

Question: What’s in front of the tree? Short answer:
❌

(a)

(b)

Write a detailed description
of the given image.

A wine glass is holding milk to the right on a wooden brow
n table…There is a silver laptop to the left of the green pl
ate which is holding the sandwich with tomatoes and pickl
es.  Additionally, there is a glass of juice on the table.

Object

A wine glass is holding milk to the right on a wooden brow
n table…There is a silver laptop to the left of the green pl
ate which is holding the sandwich with tomatoes and pickl
es.  Additionally, there is a glass of juice on the table.

Object

(c)

Describe the following image.

There is a bench. On the left side a statue of a person wearing a cap
is sitting on the bench. Near to him, the woman wearing the hat is     
sitting on the bench. In the back there are some plants. Also there is
a road in the background.

There is a bench. On the left side a statue of a person wearing a cap 
is sitting on the bench. Near to him, the woman wearing the hat is    
sitting on the bench. In the back there are some plants. Also there is 
a road in the background.

Prompt

Prediction:

Correct Hallucination Label:

Prompt Prompt

Prediction:

Correct Hallucination Label:

Prediction:

Correct Hallucination Label: Relation

✅
Relation

NONE: No Hallucination Detected

Figure 24. Failure cases: (a) Correctly detects hallucination but assigns the wrong hallucination type. (b) Correctly assigns the hallucination
type but incorrect token-level detection. (c) Case where no hallucination was detected when there is a relationship hallucination present in
the hallucinated text.

(a) Write a detailed description of the given image.Prompt

The image features a dining table with two slices of pepperoni pizza placed on a blue and white plate. One sli
ce is positioned closer to the left edge of the plate, while the other slice is situated closer to the center of the 
plate. The pizza slices appear to be freshly baked and ready to be enjoyed. In addition to the pizza, there is a    
remote control placed on the table, likely for controlling a television or other electronic device. A book can
also be seen on the table, possibly accompanying the meal or serving as a source of entertainment. Overall, 
the scene depicts a cozy and inviting atmosphere for enjoying a delicious slice of pepperoni pizza.

ObjectPrediction:

(b) Write a detailed description of the given image.Prompt

The image depicts a large group of people gathered in a grassy field, enjoying the day by flying kites. There a
re several kites visible in the sky, ranging in size and color, creating a vibrant and lively atmosphere. In additio
n to the kites, there are several hand bags scattered throughout the scene, possibly belonging to some of the 
people participating in the kite-flying activity. Some of the hand bags are closer to the center of the field, while 
others are positioned more toward the edges. Overall, it appears to be a fun and enjoyable even t for everyon
e involved.

ObjectPrediction:

Figure 25. Examples where HalLocalizer detects and identifies hallucinations in image captions generated by a vision language model.
We used LLaVA [3] for our example.
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