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1. Overview026

1.1. Motivation027

1. Long-Tailed Distributions: Real-world visual relationships are dominated by a few frequent head classes, while many028

rare but critical tail classes are underrepresented. This imbalance leads to biased models that fail to generalize effectively029

across all relationship types, compromising nuanced and accurate scene understanding.030

2. Robustness to Distribution Shifts: Models often struggle with real-world factors such as lighting variations, occlusions, or031

environmental changes. These distributional shifts degrade performance, limiting the applicability of scene graph models in032

dynamic and unpredictable environments.033

1.2. Motivational Drivers034

• Improving Unbiasedness in Scene Understanding: A long-tailed distribution skews model learning towards frequent035

classes, leading to biased predictions. Correctly predicting rare relationships is vital for tasks such as autonomous driving,036

human-robot interaction, and security surveillance, where underrepresented classes can carry critical contextual information.037

• Enhancing Real-World Applicability: Distributional shifts are unavoidable in real-world scenarios. Ensuring robustness038

allows STSG models to remain reliable under practical deployment conditions, bolstering trust and usability.039

1.3. Contributions040

Thus, concisely, we re-iterate the contributions of the proposed work:041

– Unbiased Learning with Curriculum-Guided Masking: The proposed IMPARTAIL framework leverages curriculum042

learning and loss masking to prioritize tail classes progressively during training.043

– Introduction of Robustness Metrics: Two new tasks—Robust Spatio-Temporal Scene Graph Generation and Robust Scene044

Graph Anticipation—evaluate model resilience to input corruptions (a step towards analyzing the performance of STSG045

models under realistic conditions).046

2. Extended Related Work047

2.1. Structured Visual Representation048

Tasks. Learning to represent static visual data like 2D and 3D images as spatial graphs, with objects as nodes and relationships049

as edges, is called Image Scene Graph Generation (ImgSGG). This field gained momentum with the foundational Visual050

Genome project [23], advancing 2D ImgSGG research. Building on this foundation, [22] expanded the task to encompass static051

3D scene data, including RGB and depth information. Object interactions over time provide richer context when dealing with052

dynamic visual content like videos. Converting such content into structured Spatio-Temporal Scene Graphs (STSGs), where053

nodes represent objects and edges capture their temporal relationships, is called Video Scene Graph Generation (VidSGG). The054

research community has concentrated on improving representation learning through sophisticated object-centric architectures055

like STTran [5] and RelFormer [34]. These include Open-Vocabulary ImgSGG [4], which expands the range of recognizable056

objects and relationships. Weakly Supervised ImgSGG [21] to reduce the dependency on extensive labelled data by leveraging057

weak supervision techniques. Panoptic ImgSGG [47] where panoptic segmentation has been integrated to enhance scene058

graph representations. Zero-Shot ImgSGG [25, 45] to enable the detection of unseen visual relationships without explicit059

labels. Shifting gears from identification and generating scene graphs, recently, Peddi et al.[30] introduced the Scene Graph060

Anticipation (SGA) task to anticipate STSGs for future frames. Alongside these developments, foundation models have061

advanced various ImgSGG task variants [4, 21, 25, 45, 47].062

Unbiased Learning. TEMPURA [28] and FlCoDe[20] address the challenges posed by long-tailed datasets, such as063

those found in Action Genome [16] and VidVRD [33] and propose methods for unbiased VidSGG. Specifically, FloCoDe064

[20] mitigates bias by emphasizing temporal consistency and correcting the imbalanced distribution of visual relationships.065

Similarly, TEMPURA [28] addresses biases in relationship prediction with memory-guided training to generate balanced066

relationship representations and applies a Gaussian Mixture Model to reduce predictive uncertainty. Note. To the best of067

our knowledge, we are the first to systematically investigate model biases in the SGA task and assess the robustness of both068

VidSGG and SGA models. In contrast to the above methods, although IMPARTAIL shares the goal of training unbiased069

VidSGG models, it does so without additional architectural components. By modifying the training procedure, IMPARTAIL070

achieves comparable performance and occasionally exceeds the results of these existing methods.071
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2.2. Learning Paradigms 072

2.2.1. Long­Tail Learning. 073

Long-tailed distributions with a few dominant classes (head classes) often overshadow a more significant number of un- 074

derrepresented ones (tail classes). This class imbalance typically results in models that perform well on head classes but 075

struggle to generalize to tail classes. To mitigate them, the research community has made significant strides in four directions, 076

which include (a) Cost-Sensitive Learning [1, 6, 14, 29, 38, 38, 40, 42, 43], (b) Mixtures-Of-Experts [41] , (c) Resampling 077

Techniques [3, 7, 44], and (d) Specialized Architectures [44, 46]. 078

(a) Cost-Sensitive Learning addresses class imbalance by adjusting the loss function to assign different costs to classes 079

during training. Early approaches involved re-weighting samples inversely proportional to class frequency [14, 38], but this 080

often led to suboptimal performance on real-world data [6]. To improve upon this, advanced methods like label-distribution- 081

aware margin loss with Deferred Re-Weighting (DRW) were proposed [2]. Equalization Loss (EQL) [36] showed that 082

ignoring discouraging gradients for tail classes can prevent adverse effects on model learning. The Class-Balanced (CB) loss 083

[6] re-weights the loss based on the effective number of samples per class, achieving notable performance in single-label 084

classification. Asymmetric Loss (ASL) [1] and Distribution-Balanced (DB) loss [40] focus on balancing positive and negative 085

labels in multi-label classification. Other approaches include transferring knowledge from head to tail classes [29, 38] and 086

designing better training objectives through metric learning [42, 43]. 087

(b) Mixture-of-Experts (MoE) methods tackle class imbalance by distributing samples among specialized expert models. 088

LFME [41] merges multiple experts using self-paced knowledge distillation, while RIDE [37] employs diversity loss and 089

dynamic routing for sample assignment. 090

(c) Resampling methods adjust the training data distribution by over-sampling tail classes or under-sampling head classes. 091

Techniques like SMOTE [3] create synthetic samples for minority classes, while under-sampling methods reduce samples 092

from majority classes [7]. Approaches, such as concatenating frames from different video clips [44], offer a different way to 093

balance data, particularly spatio-temporal data. 094

(d) Specialized architectures aim to enhance feature representation and aggregation for tail classes. FrameStack [44] 095

performs frame-level sampling guided by running average precision to improve tail class representation without explicitly 096

differentiating classes at the feature level. The Bilateral-Branch Network (BBN) [46] uses cumulative learning to balance 097

representation learning and classifier discrimination. Kang et al. [19] demonstrated that decoupling representation learning 098

from classifier training prevents head classes from overshadowing tail classes. While Kang et al. [19] argued that resampling 099

might not always be necessary if classifier training is focused correctly, Zhou et al. [46] showed that standard resampling could 100

harm representation learning. Li et al. [26] proposed Gaussian Clouded Logit Adjustment to perturb class logits, adjusting 101

decision boundaries for better generalization across classes. 102

2.2.2. Curriculum Learning (CL) 103

is a training methodology that structures training by presenting simpler examples first and progressively introducing more 104

complex ones. This approach aims to enhance learning efficiency by aligning the difficulty of training data with the model’s 105

learning capacity at each stage 1[11–13, 24]. Despite its potential benefits, implementing CL presents significant challenges. 106

A primary obstacle is distinguishing between easy and hard training samples. This differentiation often requires additional 107

mechanisms, such as auxiliary neural networks acting as teachers or specialized algorithms. Difficulty measures can be 108

predefined based on certain heuristics [15] or learned automatically during the training process [12, 17, 18, 24, 27, 31, 39]. 109

Alongside difficulty assessment, a scheduling strategy is essential to determine when and how to introduce more challenging 110

data [11]. The starting small concept influences our methodology [8], which recommends initiating learning with easier tasks. 111

Unlike conventional Curriculum Learning (CL) methods that introduce data progressively, our approach utilizes the entire 112

training dataset from the start. We adopt label selection to mask the loss function, offering a unique strategy that impacts the 113

learning process while keeping all training examples in play. This approach not only streamlines the implementation of CL but 114

also tackles the difficulties of determining and scheduling the complexity of training data. 115

1It’s important to differentiate CL from other dynamic sampling techniques such as self-paced learning [24], boosting [10], hard example mining [35], and

active learning [32]. While these methods also adjust the training data based on certain criteria, they typically rely on the model’s current performance or

hypotheses to select samples rather than following a predefined difficulty progression as in CL.
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3. Limitations116

1. Limited Scope of Datasets: Experiments are primarily conducted on the Action Genome dataset.117

• This is a primary concern of the field as the Action Genome is the only large-scale dataset available as a testbed for the118

Spatio-Temporal Scene Graph tasks.119

2. Model Robustness to Distribution Shifts:120

• Although robustness is considered, the specific test corruptions may not cover all real-world scenarios. Instead, our work121

can be considered a starting point for further developing robust learning techniques.122

3. Bias Mitigation vs. Performance:123

• In IMPARTAIL, balancing unbiased learning with high performance on head classes, although small, might result in a124

trade-off between performance over head and tail classes. We conjecture that adding an external memory block to our125

framework can help mitigate this issue.126

4. Limited Evaluation Metrics:127

• Although metrics such as recall and mean recall provide us insights about the performance of the trained models. These128

might fail to capture the performance over higher-order spatial and temporal relationships.129
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4. Approach 130

4.1. IMPARTAIL 131

Here, we present the complete algorithm for the proposed unbiased learning framework. Our framework has four key 132

components. 133

1. (I) Object Representation Processing Unit (ORPU): This module extracts object representations for detected objects 134

within video frames using a pre-trained object detector. 135

2. (II) Spatio-Temporal Context Processing Unit (STPU): This unit creates object-centric relationship representations, 136

tailored for two tasks: (i) observed relationships for VidSGG and (ii) anticipated relationships for SGA. 137

3. (III) Relationship Predicate Decoders: These decoders assign predicate labels to the observed or anticipated relationship 138

representations. Note: ORPU, STPU, and the predicate decoders can be adapted from any VidSGG or SGA method 139

following an object-centric framework. 140

4. (IV) Curriculum-Guided Masked Loss: This loss mechanism employs a curriculum-based masking strategy to exclude 141

certain relationship predicate labels during training progressively. Focusing on underrepresented classes helps the model 142

achieve a balanced class distribution. 143

(IV) Curriculum-Guided Masked Loss. This has two components as explained in the main paper: (a) Curriculum-Guided 144

Mask Generation and (b) Masked Predicate Classification Loss. First, we provide the complete algorithm for Mask 145

Generation and give an overview of the loss function employed. In the subsequent sections, we clearly explain and contrast 146

the loss functions for the original and the proposed IMPARTAIL variants. 147

4.1.1. Curriculum Guided Mask Generation. 148

Algorithm 1: Filtered Dataset Construction

Input: Epoch: e, Sampling Ratio: Rs, Dataset Annotations: D,

Total predicate labels: N , Total predicates: P , Videos:

V

Output: Filtered Dataset: F

1 *** Determine Target Counts [can also be a fixed input] ***

2 Rm = e× Rs ** Masking Ratio **

3 Ntarget = round(N × Rm)
4 *** Curriculum-based sampling probabilities Prob[rel] ***

5 *** Equally weighted distribution [can also be learnt] ***

6 Set Prob[rel] = 1
|P|

7 Sample target counts Tar[rel] from Multinomial distribution:

Tar[rel] ∼ Multinomial(Ntarget, P rob[rel])
8 *** Randomly sample instances of relationships in the dataset

based on the target counts and construct filtered dataset ***

9 Initialize positions P[rel] to collect occurrences of rel

10 foreach v, f in D do

11 foreach Relation rel in D[v][f ] do

12 Append position (v, f, index) to P[rel]

13 Initialize empty set K

14 *** These relations are ignored and are omitted from the

filtered dataset constructed below ***

15 foreach Relation rel do

16 Randomly select Tar[rel] positions which should be

masked from P[rel] and add the remaining to K

17 *** Filter Data ***

18 Initialize filtered data F

19 foreach v, f in D do

20 Initialize filtered frame F [v][f ]
21 foreach Relation at position (v, f, i) do

22 if (v, f, i) ∈ K then

23 Add relation to F [v][f ]

Algorithm 2: Mask Generation

Input: Epoch: e, Dataset Annotations: D, Videos: V , Filtered

Dataset: F

Output: Masks: M

1 Initialize empty mask list M

2 foreach Video v in V do

3 Initialize video mask Mv

4 foreach Frame f in v do

5 Initialize frame mask Mf

6 foreach Object o in f do

7 Initialize object mask Mo

8 Original relations Ro from D[v][f ]
9 foreach Relation rel in Ro do

10 if rel ∈ F [v][f ] then

11 Set mask value Mo[rel] = 0
12 else

13 Set mask value Mo[rel] = 1

14 Add Mo to Mf

15 Add Mf to Mv

16 Add Mv to M(e)

149
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4.2. Video Scene Graph Generation150

4.2.1. IMPARTAIL + STTran151

MASKED LOSS

LOSS
DECODERSSTPUINPUT ORPU

SPATIAL 

CONTEXT

ENCODEROBJECT 

DETECTOR

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 
PREDICATE 

CLASSIFIER

O
b
s
e
rv

e
d
 

OBJECT 

CLASSIFIER

DECODERSSTPUINPUT ORPU

SPATIAL 

CONTEXT

ENCODEROBJECT 

DETECTOR

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 
PREDICATE 

CLASSIFIER

O
b
s
e
rv

e
d
 

OBJECT 

CLASSIFIER

(a
) 

S
T

T
ra

n
(b

)I
m

p
a
rT

a
il

 +
  

S
T

T
ra

n

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

o
n

_
th

e
_
s
id

e
_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 
BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 
BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ 
BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ 
BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

o
n

_
th

e
_
s
id

e
_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 
BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 
BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ 

BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ 

BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

OBJECT 

REPRESENTATION 

PROCESSING UNIT 

(ORPU)

SPATIO-TEMPORAL 

CONTEXT PROCESSING 

UNIT (STPU)
DECODERS

OBJECT 

REPRESENTATIONS

ATTENTION 

RELATIONSHIP
REPRESENTATIONS

POSITIONAL 

ENCODING

C
CONCATENATION

OBSERVED
REPRESENTATIONS

in
_f

ro
n
t_

o
f

n
o
t_

lo
o
ki

n
g
_a

t
h
o
ld

in
g

lo
o
ki

n
g
_a

t

n
o
t_

co
n
ta

ct
in

g

o
n
_t

h
e_

si
d
e_

o
f

b
en

ea
th

to
u
ch

in
g

b
eh

in
d

si
tt
in

g
_o

n
u
n
su

re in
le

an
in

g
_o

n

o
th

er
_r

el
at

io
n
sh

ip
st

an
d
in

g
_o

n
w

ea
ri
n
g

d
ri
n
ki

n
g
_f

ro
m

co
ve

re
d
_b

y
ab

o
ve

ca
rr

yi
n
g

ea
ti
n
g

ly
in

g
_o

n
w

ri
ti
n
g
_o

n

HEAD CLASS

TRUE LABEL

INCORRECT 

PREDICTION

LOSS FROM 

INCORRECT 

PREDICTION

MASKED HEAD 

CLASS LABEL

TAIL CLASS
TRUE LABEL

CORRECT 
PREDICTION

MASKED TAIL
CLASS LABEL

LOSS FROM 

CORRECT 
PREDICTION

Figure 1. (a) Architectural Components. In STTran, the Object Representations Processing Unit (ORPU) primarily consists of an

object detector and the visual features output by the object detector. Then, the Spatio-Temporal Context Processing Unit (STPU )takes

these visual features as input and first constructs relationship representations utilizing the features of interacting objects; then, these

relationship representations are fed to a spatial encoder and a transformer encoder. Thus, the spatio-temporal context-aware representations

output by the temporal encoder are fed into the predicate classifier for final predictions. Finally, these representations are decoded for

predicate classification. (b) Loss Function. The primary difference between STTran loss and the proposed IMPARTAIL + STTran loss

is illustrated using highlighting the employed losses. We do not mask any predicate label in STTran loss. In contrast, in the proposed

IMPARTAIL + STTran loss, we mask the losses corresponding to the head classes as generated by following the curriculum-based strategy.

Loss Function STTran

Li =

T̄∑

t=1

Lt
i

︸ ︷︷ ︸

(1)

; Lgen =

T̄∑

t=1

Lt
gen,L

t
gen =

∑

ij

Lpt
ij

︸ ︷︷ ︸

Predicate Classification Loss (2)

152

L =

T̄∑

t=1

(

λ1L
t
gen + λ2

∑

i

Lt
i

)

153
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Loss Function IMPARTAIL + STTran

Li =

T̄∑

t=1

Lt
i

︸ ︷︷ ︸

(1)

; Lgen =

T̄∑

t=1

L
t

gen,L
t

gen =
∑

ij

m
t
ij ∗ Lpt

ij

︸ ︷︷ ︸

Masked Predicate Classification Loss (2)

154

L =

T̄∑

t=1

(

λ1L
t

gen + λ2

∑

i

Lt
i

)

155

Here, 156

p̂
t
ij = PredClassifierobserved

(
z
t
ij

)
, ∀t ∈ [1, T ] (1) 157

Predicate Classification Loss (Lgen). focuses on classifying the relationship representations between pairs of objects
(
oti, o

t
j

)
158

across all frames (t ∈ [1, T̄ ]) as detailed above. Here, Lpt
ij

represents multi-label margin loss and is computed as follows: 159

Lpt
ij
=
∑

u∈P+

∑

v∈P−

max(0, 1− p̂
t
ij [v] + p̂

t
ij [u]) (2) 160

Implementation Details. 161

– Training Epochs. We have capped the number of training epochs for both models where one uses conventional loss and the 162

other uses the proposed IMPARTAIL framework to 5 epochs. 163

– Loss Function. Results reported in the literature for the method STTran were not reproducible using the Multi-Label 164

Margin Loss. However, we noticed we could reach closer numbers (still lower than reported) by employing BCE Loss and 165

training to 10 epochs. 166

– Hyperparameters. We use the same hyperparameter settings described in the paper. 167

Insight. Our reported mean recall numbers closely match the numbers reported by the SOTA model TEMPURA [28] 168

without any additional architectural changes just by changing how the model is learnt. We also emphasize that although our 169

recall performance was hurt slightly, it is marginally lower than recall values compared to the original model and TEMPURA. 170
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4.2.2. IMPARTAIL + DSGDetr171

ORPU STPU DECODERSINPUT

SPATIAL 

CONTEXT

ENCODEROBJECT 

DETECTOR

OBJECT 

ENCODER 

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 

PREDICATE 

CLASSIFIER

O
b
s
e
rv

e
d
 

OBJECT 

REPRESENTATION 

PROCESSING UNIT 

(ORPU)

SPATIO-TEMPORAL 

CONTEXT PROCESSING 

UNIT (STPU)
DECODERS

OBJECT 

CLASSIFIER

ORPU STPU DECODERSINPUT

SPATIAL 

CONTEXT

ENCODEROBJECT 

DETECTOR

OBJECT 

ENCODER 

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 

PREDICATE 

CLASSIFIER

O
b
s
e
rv

e
d
 

OBJECT 

CLASSIFIER

OBJECT 

REPRESENTATIONS

ATTENTION 

RELATIONSHIP
REPRESENTATIONS

POSITIONAL 

ENCODING

C
CONCATENATION

OBSERVED
REPRESENTATIONS

in
_f

ro
n
t_

o
f

n
o
t_

lo
o
ki

n
g
_a

t
h
o
ld

in
g

lo
o
ki

n
g
_a

t

n
o
t_

co
n
ta

ct
in

g

o
n
_t

h
e_

si
d
e_

o
f

b
en

ea
th

to
u
ch

in
g

b
eh

in
d

si
tt
in

g
_o

n
u
n
su

re in
le

an
in

g
_o

n

o
th

er
_r

el
at

io
n
sh

ip
st

an
d
in

g
_o

n
w

ea
ri
n
g

d
ri
n
ki

n
g
_f

ro
m

co
ve

re
d
_b

y
ab

o
ve

ca
rr

yi
n
g

ea
ti
n
g

ly
in

g
_o

n
w

ri
ti
n
g
_o

n

HEAD CLASS

TRUE LABEL

INCORRECT 

PREDICTION

LOSS FROM 

INCORRECT 

PREDICTION

MASKED HEAD 

CLASS LABEL

TAIL CLASS
TRUE LABEL

CORRECT 
PREDICTION

MASKED TAIL
CLASS LABEL

LOSS FROM 

CORRECT 
PREDICTION

MASKED LOSS

LOSS

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 

BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 

BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ 

BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ 

BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n
CUP/ GLASS/ 

BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ 
BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ 
BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ 
BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

(a
) 

D
S
G

D
e
tr

(b
)I

m
p

a
rT

a
il

 +
  

D
S
G

D
e
tr

Figure 2. (a) Architectural Components. In DSGDetr, the Object Representations Processing Unit (ORPU) primarily consists of an

object detector, an object tracker and an object encoder. The visual features output by the object detector are used to construct tracklets

corresponding to each object, and these representations are further enhanced by passing them through an object encoder. Then, the Spatio-

Temporal Context Processing Unit (STPU )takes these visual features as input and first constructs relationship representations utilizing

the features of interacting objects; then, these relationship representations are fed to a spatial encoder and a transformer encoder. Thus,

the spatio-temporal context-aware representations output by the temporal encoder are fed into the predicate classifier for final predictions.

Finally, these representations are decoded for predicate classification. (b) Loss Function. The primary difference between DSGDetr loss

and the proposed IMPARTAIL + DSGDetr loss is illustrated using highlighting the employed losses. We do not mask any predicate label

in DSGDetr loss. In contrast, in the proposed IMPARTAIL + DSGDetr loss, we mask the losses corresponding to the head classes as

generated by following the curriculum-based strategy.

Loss Function DSGDetr

Li =
T̄∑

t=1

Lt
i

︸ ︷︷ ︸

(1)

; Lgen =
T̄∑

t=1

Lt
gen,L

t
gen =

∑

ij

Lpt
ij

︸ ︷︷ ︸

Predicate Classification Loss (2)

172

L =

T̄∑

t=1

(

λ1L
t
gen + λ2

∑

i

Lt
i

)

173
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Loss Function IMPARTAIL + DSGDetr

Li =

T̄∑

t=1

Lt
i

︸ ︷︷ ︸

(1)

; Lgen =

T̄∑

t=1

L
t

gen,L
t

gen =
∑

ij

m
t
ij ∗ Lpt

ij

︸ ︷︷ ︸

Masked Predicate Classification Loss (2)

174

L =

T̄∑

t=1

(

λ1L
t

gen + λ2

∑

i

Lt
i

)

175

Here, 176

p̂
t
ij = PredClassifierobserved

(
z
t
ij

)
, ∀t ∈ [1, T ] (3) 177

Predicate Classification Loss (Lgen). focuses on classifying the relationship representations between pairs of objects
(
oti, o

t
j

)
178

across all frames (t ∈ [1, T̄ ]) as detailed above. Here, Lpt
ij

represents multi-label margin loss and is computed as follows: 179

Lpt
ij
=
∑

u∈P+

∑

v∈P−

max(0, 1− p̂
t
ij [v] + p̂

t
ij [u]) (4) 180

Implementation Details. 181

– Training Epochs. We have capped the number of training epochs for both models where one uses conventional loss and the 182

other uses the proposed IMPARTAIL framework to 5 epochs. 183

– Loss Function. Results reported in the literature for the method DSGDetr were not reproducible using the Multi-Label 184

Margin Loss. However, we noticed we could reach closer numbers (still lower than reported) by employing BCE Loss and 185

training to 10 epochs. 186

– Hyperparameters. We use the same hyperparameter settings described in the paper. 187

Insight. Our reported mean recall numbers closely match the numbers reported by the SOTA model TEMPURA [28] 188

without any additional architectural changes just by changing how the model is learnt. We also emphasize that although our 189

recall performance was hurt slightly, it is marginally lower than recall values compared to the original model and TEMPURA. 190
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4.3. Scene Graph Anticipation191

4.3.1. IMPARTAIL + STTran++192
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Figure 3. (a) Architectural Components. In STTran++, the Object Representations Processing Unit (ORPU) primarily consists of an

object detector and the visual features output by the object detector. Then, the Spatio-Temporal Context Processing Unit (STPU) takes these

visual features as input and first constructs relationship representations utilizing the features of interacting objects; then, these relationship

representations are fed to a spatial encoder and a transformer encoder. Thus, the spatio-temporal context-aware representations output by

the temporal encoder are fed as input to another transformer encoder to anticipate the future relationship representations corresponding

to interacting objects. Thus, relationship representations from the temporal encoder and future relationship representations from the

anticipatory transformer encoder are input to two predicate classifiers for final predictions. (b) Loss Function. The primary difference

between STTran++ loss and the proposed IMPARTAIL + STTran++ loss is illustrated using highlighting the employed losses. We do not

mask any predicate label in STTran++ loss. In contrast, in the proposed IMPARTAIL + STTran++ loss, we mask the losses corresponding

to the head classes output by predicate classification heads corresponding to both observed and anticipated relationship representations.

Loss Function STTran++
Object Classification Loss (I)

︷ ︸︸ ︷

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n) (5)193
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Predicate Classification Loss (II)
︷ ︸︸ ︷

Lgen =

T̄∑

t=1

Lt
gen, Lt

gen =
∑

ij

Lpt
ij

(6) 194

L
(1:T )
ant =

min(T+H,T̄ )
∑

t=T+1

Lt
ant, Lt

ant =
∑

ij

Lpt
ij

︸ ︷︷ ︸

Predicate Classification Loss (III)

(7) 195

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)

︸ ︷︷ ︸

Reconstruction Loss (IV)

(8) 196

Thus, the total objective for training the proposed method can be written as: 197

L =
T̄∑

t=1

(

λ1L
t
gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+
T̄−1∑

T=3

(

λ3L
(1:T )
ant + λ4L

(1:T )
recon

)

︸ ︷︷ ︸

Loss Over Anticipated Representations

(9) 198

Loss Function IMPARTAIL + STTran++

Object Classification Loss (I)
︷ ︸︸ ︷

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n) (10) 199

Predicate Classification Loss (II)
︷ ︸︸ ︷

Lgen =

T̄∑

t=1

L
t

gen, L
t

gen =
∑

ij

m
t
ij ∗ Lpt

ij
(11) 200

L
(1:T )

ant =

min(T+H,T̄ )
∑

t=T+1

L
t

ant, L
t

ant =
∑

ij

m
t
ij ∗ Lpt

ij

︸ ︷︷ ︸

Predicate Classification Loss (III)

(12) 201

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)

︸ ︷︷ ︸

Reconstruction Loss (IV)

(13) 202

Thus, the total objective for training the proposed method can be written as: 203

L =

T̄∑

t=1

(

λ1L
t

gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+

T̄−1∑

T=3

(

λ3L
(1:T )

ant + λ4L
(1:T )
recon

)

︸ ︷︷ ︸

Loss Over Anticipated Representations

(14) 204
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Implementation Details.205

– Training Epochs. We have capped the number of training epochs for both models, where one uses conventional loss, and206

the other uses the proposed IMPARTAIL framework to 5 epochs.207

– Loss Function. Results reported in the literature for the method STTran++ were reproducible using the Multi-Label208

Margin Loss. We sometimes achieved higher numbers than those reported in the original paper.209

– Hyperparameters. We use the same hyperparameter settings described in the paper[30].210

4.3.2. IMPARTAIL + DSGDetr++211

MASKED LOSS

STPU DECODERSINPUT ORPU

SPATIAL 

CONTEXT

ENCODER

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 

U
n
o
b
s
e
rv

e
d
 

O
b
s
e
rv

e
d
 

PREDICATE 

CLASSIFIER

LATENT 

DYNAMICS 

MODEL

OBJECT 

REPRESENTATION 

PROCESSING UNIT 

(ORPU)

SPATIO-TEMPORAL 

CONTEXT PROCESSING 

UNIT (STPU)
DECODERS

OBJECT 

CLASSIFIER

ORPU STPU DECODERSINPUT

SPATIAL 

CONTEXT

ENCODER

C

C

C

C

C

C

TEMPORAL 

CONTEXT

ENCODER 

U
n
o
b
s
e
rv

e
d
 

O
b
s
e
rv

e
d
 

PREDICATE 

CLASSIFIER

LATENT 

DYNAMICS 

MODEL

OBJECT 

CLASSIFIER

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_

a
t

in
_

fr
o

n
t_

o
f

c
o

n
ta

c
ti

n
g

CUP/ GLASS/ 
BOTTLE

d
ri

n
k
in

g
_

fr
o

m

o
n

_
th

e
_

s
id

e
_

o
f

lo
o

k
in

g
_

a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_

a
t

in
_

fr
o

n
t_

o
f

n
o

t_
c
o

n
ta

c
ti

n
g

CUP/ GLASS/ 
BOTTLE

d
ri

n
k
in

g
_

fr
o

m

 i
n

_
fr

o
n

t_
o

f

lo
o

k
in

g
_

a
t

PERSON

PAPER 
NOTEBOOK

n
o

t_
lo

o
k
in

g
_

a
t

in
_

fr
o

n
t_

o
f

c
o

n
ta

c
ti

n
g

CUP/ GLASS/ 
BOTTLE

h
o

ld
in

g

o
n

_
th

e
_
s
id

e
_

o
f

lo
o

k
in

g
_

a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_

a
t

in
_

fr
o

n
t_

o
f

n
o

t_
c
o

n
ta

c
ti

n
g

CUP/ GLASS/ 
BOTTLE

d
ri

n
k
in

g
_
fr

o
m

 i
n

_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a

t

PREDICATE 

CLASSIFIER

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER 

NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ 

BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

PREDICATE 

CLASSIFIER

PERSON

PAPER NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 
in

_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER NOTEBOOK

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

w
ri

ti
n

g
_
o

n

CUP/ GLASS/ BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER NOTEBOOK
n

o
t_

lo
o

k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

h
o

ld
in

g

CUP/ GLASS/ BOTTLE

c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

n
o

t_
lo

o
k
in

g
_
a
t

PERSON

PAPER NOTEBOOK

n
o

t_
lo

o
k
in

g
_
a
t

in
_
fr

o
n

t_
o

f

to
u

c
h

in
g

CUP/ GLASS/ BOTTLE

n
o

t_
c
o

n
ta

c
ti

n
g

o
n

_
th

e
_
s
id

e
_
o

f,
 

in
_
fr

o
n

t_
o

f

lo
o

k
in

g
_
a
t

LOSS

(a
) 

D
S
G

D
e
tr

+
+

(b
)I

m
p

a
rT

a
il

 +
  

D
S
G

D
e
tr

+
+

OBJECT 

REPRESENTATIONS

ATTENTION 

RELATIONSHIP
REPRESENTATIONS

POSITIONAL 

ENCODING

C
CONCATENATION

OBSERVED
REPRESENTATIONS

in
_f

ro
n
t_

o
f

n
o
t_

lo
o
ki

n
g
_a

t
h
o
ld

in
g

lo
o
ki

n
g
_a

t

n
o
t_

co
n
ta

ct
in

g

o
n
_t

h
e_

si
d
e_

o
f

b
en

ea
th

to
u
ch

in
g

b
eh

in
d

si
tt
in

g
_o

n
u
n
su

re in
le

an
in

g
_o

n

o
th

er
_r

el
at

io
n
sh

ip
st

an
d
in

g
_o

n
w

ea
ri
n
g

d
ri
n
ki

n
g
_f

ro
m

co
ve

re
d
_b

y
ab

o
ve

ca
rr

yi
n
g

ea
ti
n
g

ly
in

g
_o

n
w

ri
ti
n
g
_o

n

HEAD CLASS

TRUE LABEL

INCORRECT 

PREDICTION

LOSS FROM 

INCORRECT 

PREDICTION

MASKED HEAD 

CLASS LABEL

TAIL CLASS
TRUE LABEL

CORRECT 
PREDICTION

MASKED TAIL
CLASS LABEL

LOSS FROM 

CORRECT 
PREDICTION

OBJECT 

DETECTOR

OBJECT 

ENCODER 

OBJECT 

DETECTOR

OBJECT 

ENCODER 

Figure 4. (a) Architectural Components. In DSGDetr++, the Object Representations Processing Unit (ORPU) primarily consists of an

object detector an object tracker and an object encoder. The visual features output by the object detector are used to construct tracklets

corresponding to each object, and these representations are further enhanced by passing them through an object encoder. Then, the

Spatio-Temporal Context Processing Unit (STPU) takes these visual features as input and first constructs relationship representations

utilizing the features of interacting objects; then, these relationship representations are fed to a spatial encoder and a transformer encoder.

Thus, the spatio-temporal context-aware representations output by the temporal encoder are fed as input to another transformer encoder

to anticipate the future relationship representations corresponding to interacting objects. Thus, relationship representations from the

temporal encoder and future relationship representations from the anticipatory transformer encoder are input to two predicate classifiers for

final predictions. (b) Loss Function. The primary difference between DSGDetr++ loss and the proposed IMPARTAIL + DSGDetr++

loss is illustrated using highlighting the employed losses. We do not mask any predicate label in DSGDetr++ loss. In contrast, in the

proposed IMPARTAIL + DSGDetr++ loss, we mask the losses corresponding to the head classes output by predicate classification heads

corresponding to both observed and anticipated relationship representations.
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Loss Function DSGDetr++
Object Classification Loss (I)

︷ ︸︸ ︷

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n) (15) 212

Predicate Classification Loss (II)
︷ ︸︸ ︷

Lgen =

T̄∑

t=1

Lt
gen, Lt

gen =
∑

ij

Lpt
ij

(16) 213

L
(1:T )
ant =

min(T+H,T̄ )
∑

t=T+1

Lt
ant, Lt

ant =
∑

ij

Lpt
ij

︸ ︷︷ ︸

Predicate Classification Loss (III)

(17) 214

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)

︸ ︷︷ ︸

Reconstruction Loss (IV)

(18) 215

Thus, the total objective for training the proposed method can be written as: 216

L =

T̄∑

t=1

(

λ1L
t
gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+

T̄−1∑

T=3

(

λ3L
(1:T )
ant + λ4L

(1:T )
recon

)

︸ ︷︷ ︸

Loss Over Anticipated Representations

(19) 217

Loss Function IMPARTAIL + DSGDetr++

Object Classification Loss (I)
︷ ︸︸ ︷

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n) (20) 218

Predicate Classification Loss (II)
︷ ︸︸ ︷

Lgen =

T̄∑

t=1

L
t

gen, L
t

gen =
∑

ij

m
t
ij ∗ Lpt

ij
(21) 219

L
(1:T )

ant =

min(T+H,T̄ )
∑

t=T+1

L
t

ant, L
t

ant =
∑

ij

m
t
ij ∗ Lpt

ij

︸ ︷︷ ︸

Predicate Classification Loss (III)

(22) 220

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)

︸ ︷︷ ︸

Reconstruction Loss (IV)

(23) 221

Thus, the total objective for training the proposed method can be written as: 222

L =

T̄∑

t=1

(

λ1L
t

gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+

T̄−1∑

T=3

(

λ3L
(1:T )

ant + λ4L
(1:T )
recon

)

︸ ︷︷ ︸

Loss Over Anticipated Representations

(24) 223
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Implementation Details.224

– Training Epochs. We have capped the number of training epochs for both models, where one uses conventional loss, and225

the other uses the proposed IMPARTAIL framework to 5 epochs.226

– Loss Function. Results reported in the literature for the method DSGDetr++ were reproducible using the Multi-Label227

Margin Loss. We sometimes achieved higher numbers than those reported in the original paper.228

– Hyperparameters. We use the same hyperparameter settings described in the paper[30].229

4.3.3. IMPARTAIL + SceneSayer230

Loss Function SceneSayer

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n)

︸ ︷︷ ︸

Object Classification Loss (I)

; Lgen =

T̄∑

t=1

Lt
gen, Lt

gen =
∑

ij

Lpt
ij

︸ ︷︷ ︸

Predicate Classification Loss (II)

231

L
(1:T )
ant =

min(T+H,T̄ )
∑

t=T+1

Lt
ant, Lt

ant =
∑

ij

Lpt
ij

232

L
(1:T )
boxes =

min(T+H,T̄ )
∑

t=T+1

Lt
boxes, Lt

boxes =
∑

k∈boxes

Lsmooth(b
t
k − b̂tk)233

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)234

L =

T̄∑

t=1

(

λ1L
t
gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+

T̄−1∑

T=3

(

λ3L
(1:T )
ant + λ4L

(1:T )
boxes + λ5L

(1:T )
recon

)

︸ ︷︷ ︸

Loss Over Anticipated Representations

235

Loss Function IMPARTAIL + SceneSayer

Li =

T̄∑

t=1

Lt
i, Lt

i = −

|C|
∑

n=1

yti,n log(ĉ
t
i,n)

︸ ︷︷ ︸

Object Classification Loss (I)

; Lgen =

T̄∑

t=1

L
t

gen, L
t

gen =
∑

ij

m
t
ij ∗ Lpt

ij

︸ ︷︷ ︸

Predicate Classification Loss (II)

236

L
(1:T )

ant =

min(T+H,T̄ )
∑

t=T+1

L
t

ant, L
t
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∑

ij

m
t
ij ∗ Lpt

ij
237

L
(1:T )
boxes =

min(T+H,T̄ )
∑

t=T+1

Lt
boxes, Lt

boxes =
∑

k∈boxes

Lsmooth(b
t
k − b̂tk)238

L(1:T )
recon =

min(T+H,T̄ )
∑

t=T+1

Lt
recon, Lt

recon =
1

N(t)×N(t)

(N(t)×N(t))
∑

ij

Lsmooth(z
t
ij − ẑ

t
ij)239

L =

T̄∑

t=1

(

λ1L
t

gen + λ2

∑

i

Lt
i

)

︸ ︷︷ ︸

Loss Over Observed Representations

+

T̄−1∑

T=3

(

λ3L
(1:T )

ant + λ4L
(1:T )
boxes + λ5L

(1:T )
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)

︸ ︷︷ ︸

Loss Over Anticipated Representations

240
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MASKED LOSS
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Figure 5. (a) Architectural Components. In SceneSayer, the Object Representations Processing Unit (ORPU) primarily consists of an

object detector an object tracker and an object encoder. The visual features output by the object detector are used to construct tracklets

corresponding to each object, and these representations are further enhanced by passing them through an object encoder. Then, the

Spatio-Temporal Context Processing Unit (STPU) takes these visual features as input and first constructs relationship representations

utilizing the features of interacting objects; then, these relationship representations are fed to a spatial encoder and a transformer encoder.

Thus, the spatio-temporal context-aware representations output by the temporal encoder are used as initial values and an Ordinary Differential

Equation/ Stochastic Differential Equation is solved to estimate the anticipated future relationship representations corresponding to the

interacting objects. Thus, relationship representations from the temporal encoder and future relationship representations from the anticipatory

transformer encoder are input to two predicate classifiers for final predictions. (b) Loss Function. The primary difference between

SceneSayer loss and the proposed IMPARTAIL + SceneSayer loss is illustrated using highlighting the employed losses. We do not mask

any predicate label in SceneSayer loss. In contrast, in the proposed IMPARTAIL + SceneSayer loss, we mask the losses corresponding

to the head classes output by predicate classification heads corresponding to both observed and anticipated relationship representations.
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5. Ablation-Overview241

5.1. Video Scene Graph Generation242

5.1.1. Modes243

We evaluate the trained models corresponding to baseline variants STTran , DSGDetr and the proposed method244

IMPARTAIL + STTran , IMPARTAIL + DSGDetr using three standard modes described in the literature. (1) Scene Graph245

Detection (SGDET), (2) Scene Graph Classification (SGCLS) and (3) Predicate Classification (PREDCLS).246

– Scene Graph Detection (SGDET): In this mode, the model is input with frames corresponding to videos. It is tasked to247

detect objects and predict the relationship predicates between the detected objects.248

– Scene Graph Classification (SGCLS): In this mode, the model is input with frames corresponding to videos along with249

bounding boxes of the objects. It is tasked to predict the relationship predicates between the objects.250

– Predicate Classification (PREDCLS): In this mode, the model is input with frames corresponding to videos along with251

bounding boxes of the objects and the object labels. It is tasked to predict the relationship predicates between the objects.252

5.1.2. Implementation Details.253

– Min Threshold. As IMPARTAIL proposes a curriculum-guided mask generation strategy, where the number of labels254

masked in each epoch increases monotonically.255

1. Thus, based on the maximum amount of masking applied, we train three variants of models - {70, 40, 10}.256

2. These models correspond to the following scenarios: (1) 70: Start from the complete data and reach a {70%, 40%, 10%}257

masked settings in the last epochs, respectively.258

– In section 6, we provide findings corresponding to the proposed training scenarios.259

5.2. Scene Graph Anticipation260

5.2.1. Modes261

We evaluate the trained models corresponding to baseline variants STTran++ , DSGDetr++ ,262

SceneSayerODE , SceneSayerSDE and the proposed methods IMPARTAIL + STTran++ , IMPARTAIL + DSGDetr++ ,263

IMPARTAIL + SceneSayerODE ,264

IMPARTAIL + SceneSayerSDE using three standard modes described in the literature. (1) Action Genome Scenes (AGS),265

(2) Partially Grounded Action Genome Scenes (PGAGS) and (3) Grounded Action Genome Scenes (GAGS).266

– Action Genome Scenes (AGS): In this mode, the model receives only the video frames and is tasked to detect objects and267

infer future relationships between them.268

– Partially Grounded Action Genome Scenes (PGAGS): In this mode, the model, along with frames, also receives the269

bounding boxes corresponding to the objects. It is tasked to use this information to infer relationships corresponding to270

future frames271

– Grounded Action Genome Scenes (GAGS): In this mode, the model, along with frames, also receives the bounding boxes272

corresponding to the objects and their labels. It is tasked to use this information to infer future relationships corresponding273

to interacting objects.274

5.2.2. Implementation Details.275

– Min Threshold. As IMPARTAIL proposes a curriculum-guided mask generation strategy, where the number of labels276

masked in each epoch increases monotonically.277

1. Thus, based on the maximum amount of masking applied, we train three variants of models - {70, 40, 10}.278

2. These models correspond to the following scenarios: (1) 70: Start from the complete data and reach a {70%, 40%, 10%}279

masked settings in the last epochs, respectively.280

– In section 6, we provide findings corresponding to the proposed training scenarios.281

5.3. Robustness Evaluation.282

In section 6, we evaluate the robustness of trained models corresponding to input corruptions and present the results for each283

mode described above.284
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6. Ablation Results 285

6.1. Video Scene Graph Generation 286

6.1.1. Findings 287

1. Table 1 provides a comparative analysis under NO CONSTRAINT graph building strategy for different modes and 288

methods for VidSGG, presenting results under various recall metrics (R@10, R@20, R@50, R@100) and mean recall 289

metrics (mR@10, mR@20, mR@50, mR@100). 290

(a) We observe that employing the proposed method, the mean recall metrics improved across all modes with only a 291

marginal decrease in recall scores; for example, in the SGDET mode with the STTran method, R@10 slightly decreases 292

from 20.30 to 20.20, conversely, mR@10 increases from 19.30 to 23.50. 293

(b) We also observe that the mean recall scores follow a monotonic trend as we increase the masking ratio (avoiding more 294

head classes). We note that the reduction in the recall values is very low. 295

2. Table 2, Table 3 provides a comparative analysis under WITH/SEMI CONSTRAINT graph building strategy 296

(a) We observe that the proposed method improves the mean recall significantly across most setups, though its effect on 297

standard recall metrics is mixed, slightly resulting in a decrease. 298

3. In Table 2 for STTran under the SGCLS mode, while our method slightly reduced standard recall metrics @100 by 11.6%, 299

there is a notable improvement in mean recall, mR@100 by 36.2%. PREDCLS mode shows less variability in recall 300

changes using our method but substantially increases mean recalls @50 for STTran, jumping from 34.80 to 52.90. While 301

IMPARTAIL (Ours) augmentation in constrained and semi-constrained results in decreases in R@50 by 15%, it boosts 302

mR@50 by over 25%. 303

6.1.2. Results 304

Table 1. No Constraint Results for VidSGG.

Mode Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

SGCLS

STTran [5] - 51.60 62.80 66.30 66.60 38.80 47.10 59.90 66.70

+IMPARTAIL (Ours) 70 49.80 (-3.49%) 62.40 (-0.64%) 66.40 (+0.15%) 66.70 (+0.15%) 43.10 (+11.08%) 53.10 (+12.74%) 61.00 (+1.84%) 65.00 (-2.55%)

+IMPARTAIL (Ours) 40 49.90 (-3.29%) 62.10 (-1.11%) 66.40 (+0.15%) 66.70 (+0.15%) 45.10 (+16.24%) 55.10 (+16.99%) 64.10 (+7.01%) 66.60 (-0.15%)

+IMPARTAIL (Ours) 10 48.50 (-6.01%) 61.30 (-2.39%) 66.20 (-0.15%) 66.50 (-0.15%) 47.40 (+22.16%) 57.50 (+22.08%) 66.60 (+11.19%) 68.10 (+2.10%)

DSGDetr [9] - 55.50 68.00 72.40 72.80 39.90 49.40 64.60 72.70

+IMPARTAIL (Ours) 70 53.30 (-3.96%) 67.30 (-1.03%) 72.10 (-0.41%) 72.60 (-0.27%) 42.90 (+7.52%) 53.10 (+7.49%) 66.10 (+2.32%) 72.20 (-0.69%)

+IMPARTAIL (Ours) 40 50.90 (-8.29%) 66.10 (-2.79%) 72.10 (-0.41%) 72.60 (-0.27%) 45.00 (+12.78%) 55.50 (+12.35%) 67.20 (+4.02%) 71.40 (-1.79%)

+IMPARTAIL (Ours) 10 50.20 (-9.55%) 65.30 (-3.97%) 71.90 (-0.69%) 72.70 (-0.14%) 48.80 (+22.31%) 59.60 (+20.65%) 70.10 (+8.51%) 72.20 (-0.69%)

SGDET

STTran [5] - 20.30 31.10 45.90 48.40 19.30 26.90 35.60 39.70

+IMPARTAIL (Ours) 70 19.80 (-2.46%) 30.20 (-2.89%) 45.80 (-0.22%) 48.60 (+0.41%) 20.80 (+7.77%) 29.50 (+9.67%) 38.70 (+8.71%) 42.00 (+5.79%)

+IMPARTAIL (Ours) 40 20.20 (-0.49%) 30.80 (-0.96%) 45.30 (-1.31%) 48.20 (-0.41%) 22.60 (+17.10%) 31.10 (+15.61%) 39.10 (+9.83%) 42.10 (+6.05%)

+IMPARTAIL (Ours) 10 20.00 (-1.48%) 30.10 (-3.22%) 45.10 (-1.74%) 48.50 (+0.21%) 23.50 (+21.76%) 33.60 (+24.91%) 43.80 (+23.03%) 47.00 (+18.39%)

DSGDetr [9] - 29.80 39.00 46.40 48.30 23.30 29.80 36.00 39.70

+IMPARTAIL (Ours) 70 28.60 (-4.03%) 38.00 (-2.56%) 46.40 49.00 (+1.45%) 25.00 (+7.30%) 32.00 (+7.38%) 39.30 (+9.17%) 42.50 (+7.05%)

+IMPARTAIL (Ours) 40 25.90 (-13.09%) 36.10 (-7.44%) 45.60 (-1.72%) 48.70 (+0.83%) 24.70 (+6.01%) 32.20 (+8.05%) 39.60 (+10.00%) 43.20 (+8.82%)

+IMPARTAIL (Ours) 10 26.50 (-11.07%) 36.10 (-7.44%) 45.20 (-2.59%) 48.40 (+0.21%) 27.50 (+18.03%) 35.20 (+18.12%) 43.30 (+20.28%) 46.60 (+17.38%)

PREDCLS

STTran [5] - 73.20 92.70 99.20 99.90 45.70 63.40 80.50 95.60

+IMPARTAIL (Ours) 70 70.20 (-4.10%) 91.40 (-1.40%) 99.30 (+0.10%) 99.90 55.00 (+20.35%) 71.80 (+13.25%) 86.70 (+7.70%) 97.00 (+1.46%)

+IMPARTAIL (Ours) 40 67.50 (-7.79%) 89.70 (-3.24%) 99.20 99.90 54.80 (+19.91%) 72.10 (+13.72%) 86.70 (+7.70%) 97.20 (+1.67%)

+IMPARTAIL (Ours) 10 67.50 (-7.79%) 88.80 (-4.21%) 99.00 (-0.20%) 99.90 65.50 (+43.33%) 82.00 (+29.34%) 93.00 (+15.53%) 99.60 (+4.18%)

DSGDetr [9] - 72.80 92.40 99.20 99.90 45.60 64.40 80.50 94.70

+IMPARTAIL (Ours) 70 67.70 (-7.01%) 89.60 (-3.03%) 99.20 99.90 56.00 (+22.81%) 72.60 (+12.73%) 85.90 (+6.71%) 97.30 (+2.75%)

+IMPARTAIL (Ours) 40 68.00 (-6.59%) 90.10 (-2.49%) 99.20 99.90 54.50 (+19.52%) 71.80 (+11.49%) 86.40 (+7.33%) 97.30 (+2.75%)

+IMPARTAIL (Ours) 10 65.80 (-9.62%) 87.70 (-5.09%) 98.90 (-0.30%) 99.90 59.40 (+30.26%) 76.20 (+18.32%) 89.80 (+11.55%) 98.10 (+3.59%)
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Table 2. With Constraint Results for VidSGG.

Mode Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

SGCLS

STTran [5] - 44.90 46.50 46.50 46.50 25.00 27.50 27.60 27.60

+IMPARTAIL (Ours) 70 42.00 (-6.46%) 43.30 (-6.88%) 43.30 (-6.88%) 43.30 (-6.88%) 25.90 (+3.60%) 28.70 (+4.36%) 28.80 (+4.35%) 28.80 (+4.35%)

+IMPARTAIL (Ours) 40 42.40 (-5.57%) 43.70 (-6.02%) 43.80 (-5.81%) 43.80 (-5.81%) 27.80 (+11.20%) 30.60 (+11.27%) 30.70 (+11.23%) 30.70 (+11.23%)

+IMPARTAIL (Ours) 10 39.90 (-11.14%) 41.10 (-11.61%) 41.10 (-11.61%) 41.10 (-11.61%) 32.30 (+29.20%) 36.20 (+31.64%) 36.20 (+31.16%) 36.20 (+31.16%)

DSGDetr [9] - 47.80 49.30 49.40 49.40 25.60 28.10 28.10 28.10

+IMPARTAIL (Ours) 70 46.00 (-3.77%) 47.40 (-3.85%) 47.40 (-4.05%) 47.40 (-4.05%) 27.10 (+5.86%) 30.20 (+7.47%) 30.30 (+7.83%) 30.30 (+7.83%)

+IMPARTAIL (Ours) 40 41.20 (-13.81%) 42.40 (-14.00%) 42.40 (-14.17%) 42.40 (-14.17%) 27.90 (+8.98%) 30.80 (+9.61%) 30.80 (+9.61%) 30.80 (+9.61%)

+IMPARTAIL (Ours) 10 40.50 (-15.27%) 42.00 (-14.81%) 42.00 (-14.98%) 42.00 (-14.98%) 32.20 (+25.78%) 36.00 (+28.11%) 36.00 (+28.11%) 36.00 (+28.11%)

SGDET

STTran [5] - 19.00 29.40 32.10 32.10 8.00 16.60 19.30 19.30

+IMPARTAIL (Ours) 70 17.90 (-5.79%) 27.80 (-5.44%) 30.60 (-4.67%) 30.60 (-4.67%) 8.20 (+2.50%) 17.50 (+5.42%) 20.60 (+6.74%) 20.60 (+6.74%)

+IMPARTAIL (Ours) 40 17.50 (-7.89%) 27.50 (-6.46%) 30.30 (-5.61%) 30.30 (-5.61%) 8.80 (+10.00%) 19.20 (+15.66%) 22.60 (+17.10%) 22.60 (+17.10%)

+IMPARTAIL (Ours) 10 16.00 (-15.79%) 25.60 (-12.93%) 28.40 (-11.53%) 28.40 (-11.53%) 9.40 (+17.50%) 21.50 (+29.52%) 25.90 (+34.20%) 25.90 (+34.20%)

DSGDetr [9] - 17.10 28.80 33.90 33.90 6.70 14.70 19.10 19.10

+IMPARTAIL (Ours) 70 16.30 (-4.68%) 27.50 (-4.51%) 32.50 (-4.13%) 32.60 (-3.83%) 7.40 (+10.45%) 17.60 (+19.73%) 23.20 (+21.47%) 23.20 (+21.47%)

+IMPARTAIL (Ours) 40 14.10 (-17.54%) 23.40 (-18.75%) 27.40 (-19.17%) 27.50 (-18.88%) 7.30 (+8.96%) 16.80 (+14.29%) 22.40 (+17.28%) 22.40 (+17.28%)

+IMPARTAIL (Ours) 10 15.40 (-9.94%) 25.70 (-10.76%) 30.10 (-11.21%) 30.10 (-11.21%) 7.50 (+11.94%) 17.80 (+21.09%) 23.70 (+24.08%) 23.80 (+24.61%)

PREDCLS

STTran [5] - 66.40 69.90 69.90 69.90 30.50 34.70 34.80 34.80

+IMPARTAIL (Ours) 70 61.50 (-7.38%) 64.80 (-7.30%) 64.80 (-7.30%) 64.80 (-7.30%) 34.30 (+12.46%) 39.70 (+14.41%) 39.80 (+14.37%) 39.80 (+14.37%)

+IMPARTAIL (Ours) 40 57.20 (-13.86%) 60.20 (-13.88%) 60.30 (-13.73%) 60.30 (-13.73%) 37.40 (+22.62%) 43.60 (+25.65%) 43.80 (+25.86%) 43.80 (+25.86%)

+IMPARTAIL (Ours) 10 57.70 (-13.10%) 60.80 (-13.02%) 60.80 (-13.02%) 60.80 (-13.02%) 44.00 (+44.26%) 52.70 (+51.87%) 52.90 (+52.01%) 52.90 (+52.01%)

DSGDetr [9] - 66.50 70.00 70.00 70.00 31.50 36.10 36.20 36.20

+IMPARTAIL (Ours) 70 58.30 (-12.33%) 61.50 (-12.14%) 61.50 (-12.14%) 61.50 (-12.14%) 38.20 (+21.27%) 45.00 (+24.65%) 45.10 (+24.59%) 45.10 (+24.59%)

+IMPARTAIL (Ours) 40 58.00 (-12.78%) 61.10 (-12.71%) 61.10 (-12.71%) 61.10 (-12.71%) 37.30 (+18.41%) 43.40 (+20.22%) 43.50 (+20.17%) 43.50 (+20.17%)

+IMPARTAIL (Ours) 10 55.50 (-16.54%) 58.30 (-16.71%) 58.30 (-16.71%) 58.30 (-16.71%) 41.00 (+30.16%) 48.10 (+33.24%) 48.20 (+33.15%) 48.20 (+33.15%)

Table 3. Semi Constraint Results for VidSGG.

Mode Method S
SEMI CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

SGCLS

STTran [5] - 49.90 55.80 56.20 56.20 29.50 39.90 40.90 40.90

+IMPARTAIL (Ours) 70 49.00 (-1.80%) 55.60 (-0.36%) 56.20 56.20 32.50 (+10.17%) 45.80 (+14.79%) 47.60 (+16.38%) 47.60 (+16.38%)

+IMPARTAIL (Ours) 40 48.60 (-2.61%) 54.80 (-1.79%) 55.20 (-1.78%) 55.20 (-1.78%) 34.30 (+16.27%) 48.40 (+21.30%) 50.00 (+22.25%) 50.00 (+22.25%)

+IMPARTAIL (Ours) 10 46.40 (-7.01%) 52.40 (-6.09%) 52.80 (-6.05%) 52.80 (-6.05%) 36.20 (+22.71%) 50.50 (+26.57%) 52.20 (+27.63%) 52.20 (+27.63%)

DSGDetr [9] - 53.90 60.40 60.70 60.70 30.10 40.60 41.60 41.60

+IMPARTAIL (Ours) 70 52.30 (-2.97%) 59.60 (-1.32%) 60.30 (-0.66%) 60.30 (-0.66%) 32.50 (+7.97%) 45.20 (+11.33%) 47.20 (+13.46%) 47.20 (+13.46%)

+IMPARTAIL (Ours) 40 50.50 (-6.31%) 58.50 (-3.15%) 59.50 (-1.98%) 59.50 (-1.98%) 33.90 (+12.62%) 49.00 (+20.69%) 51.70 (+24.28%) 51.70 (+24.28%)

+IMPARTAIL (Ours) 10 46.80 (-13.17%) 53.80 (-10.93%) 54.40 (-10.38%) 54.40 (-10.38%) 36.80 (+22.26%) 52.40 (+29.06%) 54.90 (+31.97%) 54.90 (+31.97%)

SGDET

STTran [5] - 18.60 31.00 41.20 41.50 7.70 18.20 30.40 30.80

+IMPARTAIL (Ours) 70 18.00 (-3.23%) 30.10 (-2.90%) 41.10 (-0.24%) 41.70 (+0.48%) 7.90 (+2.60%) 19.00 (+4.40%) 33.90 (+11.51%) 34.60 (+12.34%)

+IMPARTAIL (Ours) 40 17.70 (-4.84%) 29.70 (-4.19%) 39.10 (-5.10%) 39.40 (-5.06%) 8.70 (+12.99%) 21.30 (+17.03%) 34.80 (+14.47%) 35.10 (+13.96%)

+IMPARTAIL (Ours) 10 16.40 (-11.83%) 28.20 (-9.03%) 37.90 (-8.01%) 38.20 (-7.95%) 8.60 (+11.69%) 21.80 (+19.78%) 38.30 (+25.99%) 38.80 (+25.97%)

DSGDetr [9] - 16.40 28.70 40.70 41.50 6.50 16.00 30.40 31.50

+IMPARTAIL (Ours) 70 15.80 (-3.66%) 27.90 (-2.79%) 40.20 (-1.23%) 41.20 (-0.72%) 6.90 (+6.15%) 17.30 (+8.12%) 34.20 (+12.50%) 35.60 (+13.02%)

+IMPARTAIL (Ours) 40 14.10 (-14.02%) 25.20 (-12.20%) 37.30 (-8.35%) 38.70 (-6.75%) 6.90 (+6.15%) 16.70 (+4.38%) 33.40 (+9.87%) 35.20 (+11.75%)

+IMPARTAIL (Ours) 10 15.20 (-7.32%) 26.80 (-6.62%) 37.90 (-6.88%) 39.00 (-6.02%) 7.30 (+12.31%) 18.40 (+15.00%) 36.60 (+20.39%) 38.40 (+21.90%)

PREDCLS

STTran [5] - 71.80 82.50 83.30 83.30 36.60 51.80 53.80 53.80

+IMPARTAIL (Ours) 70 69.60 (-3.06%) 81.30 (-1.45%) 82.60 (-0.84%) 82.60 (-0.84%) 41.60 (+13.66%) 61.90 (+19.50%) 65.60 (+21.93%) 65.60 (+21.93%)

+IMPARTAIL (Ours) 40 66.40 (-7.52%) 77.90 (-5.58%) 79.30 (-4.80%) 79.30 (-4.80%) 42.10 (+15.03%) 62.40 (+20.46%) 66.20 (+23.05%) 66.20 (+23.05%)

+IMPARTAIL (Ours) 10 63.80 (-11.14%) 74.20 (-10.06%) 75.20 (-9.72%) 75.20 (-9.72%) 47.70 (+30.33%) 69.70 (+34.56%) 73.40 (+36.43%) 73.40 (+36.43%)

DSGDetr [9] - 71.30 82.50 83.50 83.50 36.50 52.50 55.20 55.20

+IMPARTAIL (Ours) 70 66.80 (-6.31%) 78.90 (-4.36%) 80.40 (-3.71%) 80.40 (-3.71%) 41.60 (+13.97%) 63.00 (+20.00%) 67.70 (+22.64%) 67.70 (+22.64%)

+IMPARTAIL (Ours) 40 66.10 (-7.29%) 77.30 (-6.30%) 78.70 (-5.75%) 78.70 (-5.75%) 42.30 (+15.89%) 61.70 (+17.52%) 65.30 (+18.30%) 65.30 (+18.30%)

+IMPARTAIL (Ours) 10 63.50 (-10.94%) 75.50 (-8.48%) 77.10 (-7.66%) 77.10 (-7.66%) 43.90 (+20.27%) 65.40 (+24.57%) 69.80 (+26.45%) 69.80 (+26.45%)
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6.2. Scene Graph Anticipation 305

6.2.1. Findings 306

Here, S - represents the amount of things included in the masked dataset. To be more precise, S = 10% means that only 10% 307

of the labels are included in training the model for the current epoch and 90% of the labels are masked, thus voiding their 308

contribution to the loss. So S = 70% has more labels contributing to the training loss and S = 10% less number of labels 309

contributing to the training loss. 310

1. Table 4, Table 5, Table 6, Table 7, compare proposed method’s performance across various base methods (STTran++, 311

DSGDet++, SceneSayerODE, and SceneSayerSDE) at different F values (0.3, 0.5, 0.7, and 0.9) for Scene Graph Generation 312

(SGA) task, under the GAGS-No Constraint setting. 313

(a) In Table 4, SceneSayerODE shows the most consistent gain in lower recall metrics (R@10 and mR@10) when 314

IMPARTAIL is included. For S=70, improvements with IMPARTAIL are substantial, especially for STTran++ (e.g., 315

+13.74% for R@10). Lower values of S (e.g., S=10) tend to result in less significant improvements. Metrics like 316

mR@50 and mR@100 remain stable or show slight improvements, emphasizing IMPARTAIL’s balanced handling of 317

long-tail distributions. 318

(b) In Table 5, Table 6, Table 7, IMPARTAIL continues to show consistent improvements, especially for mR metrics, with 319

substantial gains seen in SceneSayerODE and SceneSayerSDE for mR@10 and mR@20. The relative improvement 320

in metrics is more pronounced compared to Table 4, suggesting that IMPARTAIL is more impactful as the F value 321

increases. 322

2. Table 8, Table 9, Table 10, Table 11, evaluates IMPARTAIL under the Partially Grounded Action Genome Scenes (PGAGS) 323

- No Constraint setting. 324

(a) As F increases from 0.3 to 0.9, the improvements in mR metrics, particularly for mR@10 and mR@20, become more 325

pronounced. 326

(b) IMPARTAIL improves both R metrics (favouring head classes) and mR metrics (favouring tail classes) as F increases. 327

For instance, significant gains in mR@10 and mR@20 consistently align with moderate or stable improvements in 328

R@10 and R@20 across all models and configurations. 329

(c) All baseline methods (STTran++, DSGDet++, SceneSayerODE, and SceneSayerSDE) benefit from the inclusion of 330

IMPARTAIL (Ours), though the degree of improvement varies. The results also highlight IMPARTAIL’s compatibility 331

with high S , with significant gains observed at high F values (e.g., +49.76% for mR@10 at F=0.7). 332

3. Table 12, Table 13, Table 14, Table 15, present the performance evaluation of IMPARTAIL’s under the Action Genome 333

Scenes (AGS) in No Constraint graph building strategy, for Scene Graph Generation (SGA). 334

(a) At lower F values (e.g., F=0.3), the improvements in mR metrics are moderate. At higher F values (e.g., F=0.9), 335

mR metrics show substantial improvement, highlighting IMPARTAIL’s strong performance. 336

(b) For SceneSayerSDE (Table 15, F=0.9), mR@10 increases from 19.10 to 29.30 (+53.40%) with IMPARTAIL. 337

(c) IMPARTAIL achieves balanced gains.For example in Table 13 (F=0.5), for DSGDet++, IMPARTAIL improves R@10 338

from 21.9 to 22.8 (+4.11%) and mR@10 from 11.80 to 13.50 (+14.41%). 339

4. Table 16, Table 17, Table 18, Table 19, present the With Constraint evaluation results for Scene Graph Generation (SGA) for 340

GAGS. Table 20, Table 21, Table 22, Table 23, present the With Constraint evaluation results for Scene Graph Generation 341

(SGA) for PGAGS. Table 24, Table 25, Table 26, Table 27 present the With Constraint evaluation results for Scene Graph 342

Generation (SGA) for GAGS. 343

(a) IMPARTAIL consistently improves under constrained settings but with smaller gains than the No Constraint scenario. 344

(b) GAGS (Tables 16-19) for fully grounded relationships and constraints result in consistent performance gains with 345

IMPARTAIL, especially for SceneSayerSDE. 346

(c) Gains in mR metrics dominate, with the highest improvements observed at F=0.9. In PGAGS, gains are moderate 347

compared to GAGS, with mR metrics seeing smaller improvements. 348
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6.2.2. Results ­ No Constraint Setting ­ Grounded Action Genome Scenes (GAGS)349

Table 4. GAGS-No Constraint-0.3 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 39.30 55.60 65.20 65.80 23.10 35.50 59.20 70.60

+IMPARTAIL (Ours) 70 44.70 (+13.74%) 57.60 (+3.60%) 65.00 (-0.31%) 65.80 24.60 (+6.49%) 37.60 (+5.92%) 59.50 (+0.51%) 70.60

+IMPARTAIL (Ours) 40 40.20 (+2.29%) 55.10 (-0.90%) 64.80 (-0.61%) 65.80 21.50 (-6.93%) 33.50 (-5.63%) 56.20 (-5.07%) 69.80 (-1.13%)

+IMPARTAIL (Ours) 10 40.50 (+3.05%) 55.20 (-0.72%) 64.60 (-0.92%) 65.70 (-0.15%) 21.70 (-6.06%) 35.70 (+0.56%) 59.90 (+1.18%) 70.60

DSGDetr++ [30] - 43.80 57.80 65.10 65.80 21.20 34.30 57.40 70.10

+IMPARTAIL (Ours) 70 44.10 (+0.68%) 57.30 (-0.87%) 65.10 65.80 22.10 (+4.25%) 35.60 (+3.79%) 59.50 (+3.66%) 69.90 (-0.29%)

+IMPARTAIL (Ours) 40 44.30 (+1.14%) 57.40 (-0.69%) 65.10 65.80 26.20 (+23.58%) 39.90 (+16.33%) 60.00 (+4.53%) 69.90 (-0.29%)

+IMPARTAIL (Ours) 10 37.50 (-14.38%) 52.90 (-8.48%) 63.90 (-1.84%) 65.70 (-0.15%) 20.10 (-5.19%) 33.50 (-2.33%) 58.40 (+1.74%) 70.80 (+1.00%)

SceneSayerODE [30] - 40.30 54.00 63.80 65.70 22.20 34.50 56.70 68.20

+IMPARTAIL (Ours) 70 40.70 (+0.99%) 55.70 (+3.15%) 64.70 (+1.41%) 65.70 25.10 (+13.06%) 38.40 (+11.30%) 60.30 (+6.35%) 69.70 (+2.20%)

+IMPARTAIL (Ours) 40 39.70 (-1.49%) 53.80 (-0.37%) 63.80 65.60 (-0.15%) 20.00 (-9.91%) 31.50 (-8.70%) 54.40 (-4.06%) 67.80 (-0.59%)

+IMPARTAIL (Ours) 10 28.70 (-28.78%) 44.60 (-17.41%) 61.50 (-3.61%) 65.40 (-0.46%) 22.80 (+2.70%) 35.90 (+4.06%) 57.40 (+1.23%) 69.50 (+1.91%)

SceneSayerSDE [30] - 46.40 58.80 65.20 65.80 23.10 35.70 57.70 68.60

+IMPARTAIL (Ours) 70 44.60 (-3.88%) 58.20 (-1.02%) 65.20 65.80 28.80 (+24.68%) 43.70 (+22.41%) 62.80 (+8.84%) 71.20 (+3.79%)

+IMPARTAIL (Ours) 40 46.10 (-0.65%) 58.90 (+0.17%) 65.20 65.80 24.90 (+7.79%) 37.80 (+5.88%) 58.60 (+1.56%) 68.90 (+0.44%)

+IMPARTAIL (Ours) 10 38.90 (-16.16%) 54.00 (-8.16%) 64.80 (-0.61%) 65.80 31.60 (+36.80%) 44.60 (+24.93%) 64.50 (+11.79%) 71.20 (+3.79%)

Table 5. GAGS-No Constraint-0.5 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 45.10 63.30 73.40 74.00 25.20 39.40 63.50 75.30

+IMPARTAIL (Ours) 70 50.50 (+11.97%) 64.90 (+2.53%) 73.30 (-0.14%) 74.00 27.30 (+8.33%) 41.60 (+5.58%) 64.50 (+1.57%) 75.40 (+0.13%)

+IMPARTAIL (Ours) 40 45.60 (+1.11%) 62.60 (-1.11%) 73.00 (-0.54%) 74.00 23.90 (-5.16%) 37.40 (-5.08%) 60.70 (-4.41%) 74.90 (-0.53%)

+IMPARTAIL (Ours) 10 45.40 (+0.67%) 61.90 (-2.21%) 72.60 (-1.09%) 73.90 (-0.14%) 23.70 (-5.95%) 39.20 (-0.51%) 64.10 (+0.94%) 75.00 (-0.40%)

DSGDetr++ [30] - 49.50 65.40 73.40 74.00 23.20 37.30 62.90 74.90

+IMPARTAIL (Ours) 70 50.10 (+1.21%) 65.00 (-0.61%) 73.40 74.00 24.90 (+7.33%) 39.70 (+6.43%) 64.10 (+1.91%) 75.00 (+0.13%)

+IMPARTAIL (Ours) 40 49.90 (+0.81%) 64.50 (-1.38%) 73.40 74.00 28.20 (+21.55%) 42.20 (+13.14%) 64.90 (+3.18%) 75.20 (+0.40%)

+IMPARTAIL (Ours) 10 41.70 (-15.76%) 60.00 (-8.26%) 72.30 (-1.50%) 73.90 (-0.14%) 23.30 (+0.43%) 38.40 (+2.95%) 63.20 (+0.48%) 75.20 (+0.40%)

SceneSayerODE [30] - 47.20 62.40 72.50 73.90 24.90 38.00 61.80 74.30

+IMPARTAIL (Ours) 70 46.80 (-0.85%) 63.30 (+1.44%) 73.00 (+0.69%) 74.00 (+0.14%) 27.90 (+12.05%) 42.50 (+11.84%) 65.20 (+5.50%) 75.40 (+1.48%)

+IMPARTAIL (Ours) 40 46.60 (-1.27%) 62.30 (-0.16%) 72.30 (-0.28%) 73.90 22.00 (-11.65%) 35.10 (-7.63%) 60.50 (-2.10%) 73.60 (-0.94%)

+IMPARTAIL (Ours) 10 34.50 (-26.91%) 52.70 (-15.54%) 70.40 (-2.90%) 73.80 (-0.14%) 26.50 (+6.43%) 40.90 (+7.63%) 63.20 (+2.27%) 74.90 (+0.81%)

SceneSayerSDE [30] - 52.00 66.20 73.40 74.00 25.00 39.00 62.70 73.70

+IMPARTAIL (Ours) 70 50.10 (-3.65%) 65.30 (-1.36%) 73.50 (+0.14%) 74.00 31.80 (+27.20%) 46.70 (+19.74%) 67.50 (+7.66%) 75.40 (+2.31%)

+IMPARTAIL (Ours) 40 51.80 (-0.38%) 66.20 73.40 74.00 27.00 (+8.00%) 40.70 (+4.36%) 63.60 (+1.44%) 74.80 (+1.49%)

+IMPARTAIL (Ours) 10 44.00 (-15.38%) 61.10 (-7.70%) 73.00 (-0.54%) 74.00 34.60 (+38.40%) 49.00 (+25.64%) 68.50 (+9.25%) 75.30 (+2.17%)
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Table 6. GAGS-No Constraint-0.7 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 54.70 74.20 83.40 83.80 31.20 47.00 75.40 86.00

+IMPARTAIL (Ours) 70 60.40 (+10.42%) 76.10 (+2.56%) 83.40 83.80 34.40 (+10.26%) 51.50 (+9.57%) 76.10 (+0.93%) 86.00

+IMPARTAIL (Ours) 40 56.40 (+3.11%) 73.60 (-0.81%) 83.10 (-0.36%) 83.80 30.70 (-1.60%) 46.50 (-1.06%) 73.30 (-2.79%) 85.90 (-0.12%)

+IMPARTAIL (Ours) 10 54.40 (-0.55%) 72.60 (-2.16%) 82.90 (-0.60%) 83.80 31.10 (-0.32%) 49.20 (+4.68%) 76.50 (+1.46%) 86.20 (+0.23%)

DSGDetr++ [30] - 59.60 76.10 83.40 83.80 28.60 46.10 73.80 85.80

+IMPARTAIL (Ours) 70 60.20 (+1.01%) 75.80 (-0.39%) 83.40 83.80 32.40 (+13.29%) 49.70 (+7.81%) 76.00 (+2.98%) 86.00 (+0.23%)

+IMPARTAIL (Ours) 40 59.90 (+0.50%) 75.50 (-0.79%) 83.40 83.80 35.70 (+24.83%) 53.20 (+15.40%) 76.50 (+3.66%) 85.80

+IMPARTAIL (Ours) 10 50.40 (-15.44%) 70.90 (-6.83%) 82.80 (-0.72%) 83.80 31.40 (+9.79%) 49.70 (+7.81%) 75.70 (+2.57%) 86.10 (+0.35%)

SceneSayerODE [30] - 58.50 74.00 82.80 83.80 29.80 45.20 72.00 84.20

+IMPARTAIL (Ours) 70 56.80 (-2.91%) 74.60 (+0.81%) 83.10 (+0.36%) 83.80 32.70 (+9.73%) 51.10 (+13.05%) 75.30 (+4.58%) 84.90 (+0.83%)

+IMPARTAIL (Ours) 40 57.90 (-1.03%) 74.00 82.80 83.80 27.40 (-8.05%) 44.60 (-1.33%) 71.80 (-0.28%) 84.10 (-0.12%)

+IMPARTAIL (Ours) 10 44.90 (-23.25%) 65.10 (-12.03%) 81.50 (-1.57%) 83.80 31.70 (+6.38%) 49.90 (+10.40%) 73.80 (+2.50%) 85.90 (+2.02%)

SceneSayerSDE [30] - 61.40 76.20 83.30 83.80 30.20 45.40 72.80 84.00

+IMPARTAIL (Ours) 70 60.20 (-1.95%) 76.10 (-0.13%) 83.40 (+0.12%) 83.80 37.90 (+25.50%) 55.60 (+22.47%) 77.30 (+6.18%) 86.10 (+2.50%)

+IMPARTAIL (Ours) 40 61.20 (-0.33%) 76.20 83.20 (-0.12%) 83.80 31.60 (+4.64%) 47.90 (+5.51%) 73.40 (+0.82%) 85.20 (+1.43%)

+IMPARTAIL (Ours) 10 53.30 (-13.19%) 72.30 (-5.12%) 83.10 (-0.24%) 83.80 40.90 (+35.43%) 58.10 (+27.97%) 78.30 (+7.55%) 86.20 (+2.62%)

Table 7. GAGS-No Constraint-0.9 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 68.70 86.80 93.50 93.80 42.50 60.80 84.80 94.90

+IMPARTAIL (Ours) 70 74.30 (+8.15%) 88.00 (+1.38%) 93.50 93.80 47.50 (+11.76%) 64.70 (+6.41%) 89.00 (+4.95%) 94.90

+IMPARTAIL (Ours) 40 70.50 (+2.62%) 86.20 (-0.69%) 93.50 93.80 43.00 (+1.18%) 61.00 (+0.33%) 88.50 (+4.36%) 94.70 (-0.21%)

+IMPARTAIL (Ours) 10 67.50 (-1.75%) 85.20 (-1.84%) 93.40 (-0.11%) 93.80 46.30 (+8.94%) 64.40 (+5.92%) 91.40 (+7.78%) 94.90

DSGDetr++ [30] - 73.60 88.30 93.50 93.80 39.00 58.80 83.20 94.90

+IMPARTAIL (Ours) 70 74.10 (+0.68%) 87.90 (-0.45%) 93.50 93.80 46.30 (+18.72%) 63.50 (+7.99%) 88.90 (+6.85%) 94.90

+IMPARTAIL (Ours) 40 73.10 (-0.68%) 87.40 (-1.02%) 93.50 93.80 50.00 (+28.21%) 67.60 (+14.97%) 88.80 (+6.73%) 94.70 (-0.21%)

+IMPARTAIL (Ours) 10 63.90 (-13.18%) 83.90 (-4.98%) 93.30 (-0.21%) 93.80 46.90 (+20.26%) 65.70 (+11.73%) 91.00 (+9.38%) 94.80 (-0.11%)

SceneSayerODE [30] - 73.00 87.20 93.30 93.80 37.20 54.30 81.50 94.70

+IMPARTAIL (Ours) 70 70.50 (-3.42%) 86.40 (-0.92%) 93.30 93.80 40.80 (+9.68%) 57.80 (+6.45%) 84.70 (+3.93%) 94.80 (+0.11%)

+IMPARTAIL (Ours) 40 72.50 (-0.68%) 86.70 (-0.57%) 93.20 (-0.11%) 93.80 34.40 (-7.53%) 52.10 (-4.05%) 83.60 (+2.58%) 94.40 (-0.32%)

+IMPARTAIL (Ours) 10 61.60 (-15.62%) 81.40 (-6.65%) 93.00 (-0.32%) 93.80 39.90 (+7.26%) 58.60 (+7.92%) 87.00 (+6.75%) 94.90 (+0.21%)

SceneSayerSDE [30] - 73.70 87.30 93.30 93.80 37.30 54.00 80.50 94.70

+IMPARTAIL (Ours) 70 73.00 (-0.95%) 87.40 (+0.11%) 93.50 (+0.21%) 93.80 45.50 (+21.98%) 63.10 (+16.85%) 89.80 (+11.55%) 94.90 (+0.21%)

+IMPARTAIL (Ours) 40 73.30 (-0.54%) 87.30 93.40 (+0.11%) 93.80 38.70 (+3.75%) 56.50 (+4.63%) 82.30 (+2.24%) 94.80 (+0.11%)

+IMPARTAIL (Ours) 10 67.00 (-9.09%) 84.80 (-2.86%) 93.30 93.80 49.00 (+31.37%) 67.30 (+24.63%) 91.40 (+13.54%) 94.90 (+0.21%)
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6.2.3. Results ­ No Constraint Setting ­ Partially Grounded Action Genome Scenes (PGAGS)350

Table 8. PGAGS-No Constraint-0.3 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 31.00 42.30 46.60 46.80 18.50 28.70 48.80 52.50

+IMPARTAIL (Ours) 70 33.20 (+7.10%) 41.30 (-2.36%) 46.60 47.00 (+0.43%) 16.60 (-10.27%) 27.20 (-5.23%) 49.30 (+1.02%) 52.80 (+0.57%)

+IMPARTAIL (Ours) 40 34.00 (+9.68%) 42.50 (+0.47%) 46.70 (+0.21%) 47.00 (+0.43%) 19.70 (+6.49%) 29.60 (+3.14%) 49.60 (+1.64%) 52.80 (+0.57%)

+IMPARTAIL (Ours) 10 29.40 (-5.16%) 40.20 (-4.96%) 45.80 (-1.72%) 46.20 (-1.28%) 21.20 (+14.59%) 31.50 (+9.76%) 49.20 (+0.82%) 52.40 (-0.19%)

DSGDetr++ [30] - 35.60 44.00 48.20 48.50 17.90 28.60 49.20 53.80

+IMPARTAIL (Ours) 70 34.40 (-3.37%) 43.50 (-1.14%) 48.20 48.50 21.10 (+17.88%) 30.50 (+6.64%) 49.70 (+1.02%) 53.80

+IMPARTAIL (Ours) 40 32.20 (-9.55%) 41.80 (-5.00%) 47.50 (-1.45%) 47.80 (-1.44%) 18.10 (+1.12%) 28.40 (-0.70%) 49.00 (-0.41%) 52.80 (-1.86%)

+IMPARTAIL (Ours) 10 32.20 (-9.55%) 42.00 (-4.55%) 47.70 (-1.04%) 48.00 (-1.03%) 21.00 (+17.32%) 31.60 (+10.49%) 50.80 (+3.25%) 53.50 (-0.56%)

SceneSayerODE [30] - 30.00 39.80 46.90 48.10 14.30 23.30 44.60 53.50

+IMPARTAIL (Ours) 70 25.20 (-16.00%) 35.70 (-10.30%) 45.20 (-3.62%) 47.30 (-1.66%) 16.90 (+18.18%) 25.70 (+10.30%) 45.60 (+2.24%) 52.60 (-1.68%)

+IMPARTAIL (Ours) 40 34.80 (+16.00%) 42.40 (+6.53%) 47.00 (+0.21%) 47.70 (-0.83%) 20.40 (+42.66%) 29.90 (+28.33%) 47.30 (+6.05%) 53.40 (-0.19%)

+IMPARTAIL (Ours) 10 27.70 (-7.67%) 37.20 (-6.53%) 46.10 (-1.71%) 48.20 (+0.21%) 21.90 (+53.15%) 31.40 (+34.76%) 49.30 (+10.54%) 53.70 (+0.37%)

SceneSayerSDE [30] - 35.90 43.70 47.80 48.40 20.60 31.20 49.80 55.00

+IMPARTAIL (Ours) 70 34.80 (-3.06%) 42.80 (-2.06%) 47.10 (-1.46%) 48.00 (-0.83%) 24.30 (+17.96%) 34.50 (+10.58%) 50.80 (+2.01%) 54.20 (-1.45%)

+IMPARTAIL (Ours) 40 35.50 (-1.11%) 43.20 (-1.14%) 47.60 (-0.42%) 48.20 (-0.41%) 21.50 (+4.37%) 32.10 (+2.88%) 49.10 (-1.41%) 54.40 (-1.09%)

+IMPARTAIL (Ours) 10 33.30 (-7.24%) 41.90 (-4.12%) 47.00 (-1.67%) 47.90 (-1.03%) 27.50 (+33.50%) 37.70 (+20.83%) 52.60 (+5.62%) 54.50 (-0.91%)

Table 9. PGAGS-No Constraint-0.5 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 34.30 46.70 51.50 51.60 20.90 32.50 50.10 53.20

+IMPARTAIL (Ours) 70 36.60 (+6.71%) 45.70 (-2.14%) 51.10 (-0.78%) 51.50 (-0.19%) 18.70 (-10.53%) 30.70 (-5.54%) 49.40 (-1.40%) 52.70 (-0.94%)

+IMPARTAIL (Ours) 40 37.30 (+8.75%) 46.90 (+0.43%) 51.10 (-0.78%) 51.30 (-0.58%) 21.90 (+4.78%) 33.20 (+2.15%) 50.00 (-0.20%) 52.30 (-1.69%)

+IMPARTAIL (Ours) 10 32.50 (-5.25%) 44.10 (-5.57%) 50.40 (-2.14%) 50.80 (-1.55%) 24.00 (+14.83%) 34.90 (+7.38%) 50.50 (+0.80%) 52.70 (-0.94%)

DSGDetr++ [30] - 39.60 49.60 54.30 54.50 19.90 32.30 50.60 55.80

+IMPARTAIL (Ours) 70 37.40 (-5.56%) 48.30 (-2.62%) 53.70 (-1.10%) 54.00 (-0.92%) 23.10 (+16.08%) 33.60 (+4.02%) 50.50 (-0.20%) 55.30 (-0.90%)

+IMPARTAIL (Ours) 40 36.30 (-8.33%) 47.10 (-5.04%) 53.00 (-2.39%) 53.30 (-2.20%) 20.50 (+3.02%) 31.60 (-2.17%) 50.00 (-1.19%) 55.00 (-1.43%)

+IMPARTAIL (Ours) 10 35.50 (-10.35%) 47.30 (-4.64%) 54.10 (-0.37%) 54.50 22.60 (+13.57%) 35.20 (+8.98%) 52.50 (+3.75%) 56.70 (+1.61%)

SceneSayerODE [30] - 34.10 45.10 52.80 54.10 16.90 26.30 45.70 54.00

+IMPARTAIL (Ours) 70 29.00 (-14.96%) 41.40 (-8.20%) 51.90 (-1.70%) 54.10 19.70 (+16.57%) 29.70 (+12.93%) 47.40 (+3.72%) 54.40 (+0.74%)

+IMPARTAIL (Ours) 40 39.10 (+14.66%) 48.00 (+6.43%) 53.40 (+1.14%) 54.20 (+0.18%) 22.70 (+34.32%) 33.60 (+27.76%) 49.70 (+8.75%) 55.60 (+2.96%)

+IMPARTAIL (Ours) 10 32.10 (-5.87%) 42.90 (-4.88%) 52.20 (-1.14%) 54.10 25.00 (+47.93%) 36.00 (+36.88%) 50.40 (+10.28%) 55.40 (+2.59%)

SceneSayerSDE [30] - 39.90 48.90 53.70 54.50 22.90 34.30 51.00 56.20

+IMPARTAIL (Ours) 70 38.70 (-3.01%) 47.90 (-2.04%) 53.30 (-0.74%) 54.00 (-0.92%) 26.90 (+17.47%) 37.70 (+9.91%) 52.70 (+3.33%) 56.70 (+0.89%)

+IMPARTAIL (Ours) 40 39.70 (-0.50%) 48.40 (-1.02%) 53.50 (-0.37%) 54.20 (-0.55%) 23.60 (+3.06%) 34.30 50.60 (-0.78%) 56.00 (-0.36%)

+IMPARTAIL (Ours) 10 37.00 (-7.27%) 46.80 (-4.29%) 52.80 (-1.68%) 53.90 (-1.10%) 30.30 (+32.31%) 40.90 (+19.24%) 52.30 (+2.55%) 55.00 (-2.14%)
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Table 10. PGAGS-No Constraint-0.7 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 41.40 54.90 59.60 59.70 25.30 38.30 56.10 58.40

+IMPARTAIL (Ours) 70 44.80 (+8.21%) 54.40 (-0.91%) 59.30 (-0.50%) 59.50 (-0.34%) 24.40 (-3.56%) 38.70 (+1.04%) 56.40 (+0.53%) 59.90 (+2.57%)

+IMPARTAIL (Ours) 40 45.50 (+9.90%) 55.50 (+1.09%) 59.60 59.70 28.00 (+10.67%) 41.70 (+8.88%) 57.10 (+1.78%) 59.30 (+1.54%)

+IMPARTAIL (Ours) 10 39.60 (-4.35%) 53.00 (-3.46%) 59.10 (-0.84%) 59.50 (-0.34%) 29.80 (+17.79%) 43.90 (+14.62%) 57.60 (+2.67%) 59.40 (+1.71%)

DSGDetr++ [30] - 47.70 58.10 62.40 62.60 24.80 39.50 57.30 61.10

+IMPARTAIL (Ours) 70 45.40 (-4.82%) 57.30 (-1.38%) 62.10 (-0.48%) 62.20 (-0.64%) 28.70 (+15.73%) 40.90 (+3.54%) 57.60 (+0.52%) 60.80 (-0.49%)

+IMPARTAIL (Ours) 40 44.30 (-7.13%) 55.90 (-3.79%) 61.20 (-1.92%) 61.40 (-1.92%) 26.30 (+6.05%) 41.00 (+3.80%) 58.10 (+1.40%) 61.90 (+1.31%)

+IMPARTAIL (Ours) 10 42.80 (-10.27%) 55.60 (-4.30%) 62.00 (-0.64%) 62.30 (-0.48%) 28.10 (+13.31%) 42.20 (+6.84%) 58.50 (+2.09%) 61.80 (+1.15%)

SceneSayerODE [30] - 40.90 53.00 60.40 61.60 20.50 32.40 52.80 60.10

+IMPARTAIL (Ours) 70 35.30 (-13.69%) 49.00 (-7.55%) 59.40 (-1.66%) 61.30 (-0.49%) 23.40 (+14.15%) 36.10 (+11.42%) 52.70 (-0.19%) 59.60 (-0.83%)

+IMPARTAIL (Ours) 40 46.00 (+12.47%) 56.00 (+5.66%) 61.20 (+1.32%) 61.90 (+0.49%) 27.10 (+32.20%) 40.00 (+23.46%) 56.40 (+6.82%) 61.20 (+1.83%)

+IMPARTAIL (Ours) 10 40.40 (-1.22%) 52.20 (-1.51%) 60.60 (+0.33%) 62.00 (+0.65%) 30.70 (+49.76%) 43.90 (+35.49%) 55.90 (+5.87%) 60.20 (+0.17%)

SceneSayerSDE [30] - 47.40 57.00 61.90 62.50 27.00 40.20 57.20 61.70

+IMPARTAIL (Ours) 70 46.50 (-1.90%) 56.10 (-1.58%) 61.30 (-0.97%) 62.10 (-0.64%) 32.10 (+18.89%) 45.20 (+12.44%) 60.40 (+5.59%) 63.50 (+2.92%)

+IMPARTAIL (Ours) 40 47.30 (-0.21%) 56.90 (-0.18%) 62.00 (+0.16%) 62.60 (+0.16%) 28.40 (+5.19%) 40.50 (+0.75%) 57.90 (+1.22%) 63.50 (+2.92%)

+IMPARTAIL (Ours) 10 44.30 (-6.54%) 55.20 (-3.16%) 61.00 (-1.45%) 62.00 (-0.80%) 35.50 (+31.48%) 48.20 (+19.90%) 58.50 (+2.27%) 61.20 (-0.81%)

Table 11. PGAGS-No Constraint-0.9 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 50.00 61.60 64.40 64.50 32.40 46.90 60.60 62.60

+IMPARTAIL (Ours) 70 54.00 (+8.00%) 62.30 (+1.14%) 65.00 (+0.93%) 65.00 (+0.78%) 35.10 (+8.33%) 48.70 (+3.84%) 61.40 (+1.32%) 63.10 (+0.80%)

+IMPARTAIL (Ours) 40 53.30 (+6.60%) 62.20 (+0.97%) 65.00 (+0.93%) 65.10 (+0.93%) 36.80 (+13.58%) 49.60 (+5.76%) 62.10 (+2.48%) 63.40 (+1.28%)

+IMPARTAIL (Ours) 10 48.20 (-3.60%) 60.50 (-1.79%) 64.90 (+0.78%) 65.10 (+0.93%) 40.90 (+26.23%) 52.10 (+11.09%) 63.80 (+5.28%) 64.60 (+3.19%)

DSGDetr++ [30] - 57.10 66.40 69.40 69.50 33.00 49.00 64.20 68.20

+IMPARTAIL (Ours) 70 54.90 (-3.85%) 65.40 (-1.51%) 68.80 (-0.86%) 68.90 (-0.86%) 35.90 (+8.79%) 49.40 (+0.82%) 63.90 (-0.47%) 67.50 (-1.03%)

+IMPARTAIL (Ours) 40 54.30 (-4.90%) 65.00 (-2.11%) 68.60 (-1.15%) 68.80 (-1.01%) 35.70 (+8.18%) 51.50 (+5.10%) 65.70 (+2.34%) 69.30 (+1.61%)

+IMPARTAIL (Ours) 10 52.60 (-7.88%) 64.30 (-3.16%) 69.00 (-0.58%) 69.20 (-0.43%) 38.30 (+16.06%) 52.60 (+7.35%) 67.30 (+4.83%) 69.20 (+1.47%)

SceneSayerODE [30] - 50.60 62.00 68.50 69.70 27.40 41.70 61.10 69.30

+IMPARTAIL (Ours) 70 44.80 (-11.46%) 58.50 (-5.65%) 68.30 (-0.29%) 70.00 (+0.43%) 29.90 (+9.12%) 42.60 (+2.16%) 60.80 (-0.49%) 68.50 (-1.15%)

+IMPARTAIL (Ours) 40 54.70 (+8.10%) 64.30 (+3.71%) 68.80 (+0.44%) 69.50 (-0.29%) 32.90 (+20.07%) 46.60 (+11.75%) 62.00 (+1.47%) 69.10 (-0.29%)

+IMPARTAIL (Ours) 10 51.20 (+1.19%) 63.00 (+1.61%) 69.20 (+1.02%) 70.30 (+0.86%) 37.80 (+37.96%) 52.90 (+26.86%) 65.20 (+6.71%) 69.60 (+0.43%)

SceneSayerSDE [30] - 56.30 65.70 69.50 70.00 33.20 48.20 64.30 69.50

+IMPARTAIL (Ours) 70 55.20 (-1.95%) 65.00 (-1.07%) 69.20 (-0.43%) 69.90 (-0.14%) 38.10 (+14.76%) 51.50 (+6.85%) 65.70 (+2.18%) 69.10 (-0.58%)

+IMPARTAIL (Ours) 40 56.30 65.70 69.90 (+0.58%) 70.60 (+0.86%) 34.10 (+2.71%) 48.10 (-0.21%) 65.70 (+2.18%) 71.80 (+3.31%)

+IMPARTAIL (Ours) 10 53.70 (-4.62%) 64.20 (-2.28%) 69.10 (-0.58%) 70.20 (+0.29%) 42.00 (+26.51%) 54.50 (+13.07%) 66.40 (+3.27%) 69.30 (-0.29%)
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6.2.4. Results ­ No Constraint Setting ­ Action Genome Scenes (AGS)351

Table 12. AGS-No Constraint-0.3 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 22.90 36.00 51.30 55.20 13.10 20.20 36.20 49.90

+IMPARTAIL (Ours) 70 22.70 (-0.87%) 35.80 (-0.56%) 50.50 (-1.56%) 55.20 12.20 (-6.87%) 19.00 (-5.94%) 35.70 (-1.38%) 50.30 (+0.80%)

+IMPARTAIL (Ours) 40 22.10 (-3.49%) 35.50 (-1.39%) 50.50 (-1.56%) 55.00 (-0.36%) 12.80 (-2.29%) 21.10 (+4.46%) 37.50 (+3.59%) 51.10 (+2.40%)

+IMPARTAIL (Ours) 10 19.50 (-14.85%) 30.40 (-15.56%) 48.50 (-5.46%) 54.90 (-0.54%) 11.10 (-15.27%) 18.50 (-8.42%) 36.50 (+0.83%) 51.10 (+2.40%)

DSGDetr++ [30] - 20.80 33.10 49.20 53.90 11.50 17.80 34.10 49.10

+IMPARTAIL (Ours) 70 21.30 (+2.40%) 33.60 (+1.51%) 49.00 (-0.41%) 54.30 (+0.74%) 12.40 (+7.83%) 19.30 (+8.43%) 34.90 (+2.35%) 48.90 (-0.41%)

+IMPARTAIL (Ours) 40 18.40 (-11.54%) 29.70 (-10.27%) 47.30 (-3.86%) 53.80 (-0.19%) 12.50 (+8.70%) 20.60 (+15.73%) 36.50 (+7.04%) 49.20 (+0.20%)

+IMPARTAIL (Ours) 10 18.90 (-9.13%) 29.90 (-9.67%) 47.10 (-4.27%) 53.10 (-1.48%) 12.80 (+11.30%) 21.80 (+22.47%) 37.50 (+9.97%) 49.70 (+1.22%)

SceneSayerODE [30] - 22.60 31.60 44.50 51.70 12.60 19.30 32.70 44.30

+IMPARTAIL (Ours) 70 20.50 (-9.29%) 29.50 (-6.65%) 42.50 (-4.49%) 49.90 (-3.48%) 13.40 (+6.35%) 20.40 (+5.70%) 33.90 (+3.67%) 45.00 (+1.58%)

+IMPARTAIL (Ours) 40 26.70 (+18.14%) 36.10 (+14.24%) 47.40 (+6.52%) 52.60 (+1.74%) 14.30 (+13.49%) 21.50 (+11.40%) 35.50 (+8.56%) 45.80 (+3.39%)

+IMPARTAIL (Ours) 10 22.60 32.10 (+1.58%) 45.20 (+1.57%) 52.20 (+0.97%) 14.20 (+12.70%) 22.60 (+17.10%) 37.50 (+14.68%) 47.50 (+7.22%)

SceneSayerSDE [30] - 26.30 35.70 47.20 52.40 14.30 22.00 36.40 46.80

+IMPARTAIL (Ours) 70 25.90 (-1.52%) 35.30 (-1.12%) 47.20 52.90 (+0.95%) 17.50 (+22.38%) 26.60 (+20.91%) 40.80 (+12.09%) 50.70 (+8.33%)

+IMPARTAIL (Ours) 40 26.50 (+0.76%) 35.50 (-0.56%) 47.20 52.40 15.30 (+6.99%) 22.90 (+4.09%) 37.10 (+1.92%) 47.60 (+1.71%)

+IMPARTAIL (Ours) 10 22.80 (-13.31%) 32.20 (-9.80%) 44.60 (-5.51%) 51.20 (-2.29%) 20.20 (+41.26%) 29.30 (+33.18%) 43.30 (+18.96%) 51.30 (+9.62%)

Table 13. AGS-No Constraint-0.5 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 24.60 38.40 54.50 58.60 13.90 21.30 38.50 52.50

+IMPARTAIL (Ours) 70 24.00 (-2.44%) 38.10 (-0.78%) 54.00 (-0.92%) 58.60 12.60 (-9.35%) 19.90 (-6.57%) 37.90 (-1.56%) 53.40 (+1.71%)

+IMPARTAIL (Ours) 40 23.10 (-6.10%) 37.60 (-2.08%) 53.60 (-1.65%) 58.50 (-0.17%) 12.90 (-7.19%) 21.30 39.00 (+1.30%) 53.90 (+2.67%)

+IMPARTAIL (Ours) 10 21.00 (-14.63%) 33.10 (-13.80%) 51.90 (-4.77%) 58.40 (-0.34%) 12.10 (-12.95%) 20.00 (-6.10%) 39.60 (+2.86%) 54.30 (+3.43%)

DSGDetr++ [30] - 21.90 34.70 52.10 57.30 11.80 18.20 36.10 52.70

+IMPARTAIL (Ours) 70 22.80 (+4.11%) 36.10 (+4.03%) 52.90 (+1.54%) 58.30 (+1.75%) 13.10 (+11.02%) 20.60 (+13.19%) 37.80 (+4.71%) 55.60 (+5.50%)

+IMPARTAIL (Ours) 40 20.00 (-8.68%) 32.30 (-6.92%) 51.30 (-1.54%) 57.50 (+0.35%) 13.10 (+11.02%) 21.60 (+18.68%) 39.60 (+9.70%) 56.40 (+7.02%)

+IMPARTAIL (Ours) 10 20.00 (-8.68%) 32.10 (-7.49%) 50.50 (-3.07%) 56.70 (-1.05%) 13.50 (+14.41%) 22.90 (+25.82%) 40.70 (+12.74%) 52.60 (-0.19%)

SceneSayerODE [30] - 25.80 35.80 48.90 55.00 14.00 22.30 36.50 49.00

+IMPARTAIL (Ours) 70 23.40 (-9.30%) 33.50 (-6.42%) 47.00 (-3.89%) 54.20 (-1.45%) 14.90 (+6.43%) 23.20 (+4.04%) 37.30 (+2.19%) 48.40 (-1.22%)

+IMPARTAIL (Ours) 40 29.40 (+13.95%) 39.50 (+10.34%) 51.40 (+5.11%) 56.10 (+2.00%) 15.30 (+9.29%) 22.90 (+2.69%) 37.90 (+3.84%) 49.00

+IMPARTAIL (Ours) 10 24.90 (-3.49%) 34.90 (-2.51%) 48.60 (-0.61%) 55.60 (+1.09%) 15.60 (+11.43%) 24.80 (+11.21%) 39.70 (+8.77%) 50.50 (+3.06%)

SceneSayerSDE [30] - 29.00 39.10 51.50 56.70 15.40 23.70 38.70 50.80

+IMPARTAIL (Ours) 70 28.10 (-3.10%) 38.20 (-2.30%) 50.90 (-1.17%) 56.40 (-0.53%) 18.20 (+18.18%) 27.10 (+14.35%) 42.80 (+10.59%) 52.80 (+3.94%)

+IMPARTAIL (Ours) 40 29.20 (+0.69%) 39.30 (+0.51%) 51.80 (+0.58%) 56.60 (-0.18%) 16.50 (+7.14%) 25.10 (+5.91%) 40.10 (+3.62%) 50.60 (-0.39%)

+IMPARTAIL (Ours) 10 25.10 (-13.45%) 35.70 (-8.70%) 48.50 (-5.83%) 54.90 (-3.17%) 21.80 (+41.56%) 31.40 (+32.49%) 45.40 (+17.31%) 53.80 (+5.91%)
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Table 14. AGS-No Constraint-0.7 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 27.20 42.10 59.70 63.90 15.70 23.70 41.90 57.50

+IMPARTAIL (Ours) 70 26.80 (-1.47%) 43.00 (+2.14%) 59.70 63.90 14.90 (-5.10%) 23.90 (+0.84%) 42.60 (+1.67%) 58.30 (+1.39%)

+IMPARTAIL (Ours) 40 25.80 (-5.15%) 41.80 (-0.71%) 59.30 (-0.67%) 63.80 (-0.16%) 14.90 (-5.10%) 24.70 (+4.22%) 44.00 (+5.01%) 58.90 (+2.43%)

+IMPARTAIL (Ours) 10 23.60 (-13.24%) 36.50 (-13.30%) 57.00 (-4.52%) 63.50 (-0.63%) 14.00 (-10.83%) 23.20 (-2.11%) 43.70 (+4.30%) 59.60 (+3.65%)

DSGDetr++ [30] - 24.90 38.20 56.90 62.00 13.20 20.00 38.80 56.50

+IMPARTAIL (Ours) 70 24.80 (-0.40%) 40.00 (+4.71%) 57.80 (+1.58%) 63.20 (+1.94%) 14.40 (+9.09%) 23.20 (+16.00%) 41.30 (+6.44%) 56.90 (+0.71%)

+IMPARTAIL (Ours) 40 22.50 (-9.64%) 36.70 (-3.93%) 56.30 (-1.05%) 61.70 (-0.48%) 14.90 (+12.88%) 24.80 (+24.00%) 43.90 (+13.14%) 57.20 (+1.24%)

+IMPARTAIL (Ours) 10 22.20 (-10.84%) 35.70 (-6.54%) 56.00 (-1.58%) 62.10 (+0.16%) 15.90 (+20.45%) 26.70 (+33.50%) 45.30 (+16.75%) 57.90 (+2.48%)

SceneSayerODE [30] - 31.70 42.10 55.10 60.50 16.40 24.90 40.50 53.00

+IMPARTAIL (Ours) 70 28.90 (-8.83%) 39.50 (-6.18%) 53.30 (-3.27%) 59.90 (-0.99%) 17.80 (+8.54%) 27.00 (+8.43%) 41.60 (+2.72%) 53.40 (+0.75%)

+IMPARTAIL (Ours) 40 34.00 (+7.26%) 44.30 (+5.23%) 56.00 (+1.63%) 60.60 (+0.17%) 17.50 (+6.71%) 25.80 (+3.61%) 41.10 (+1.48%) 52.60 (-0.75%)

+IMPARTAIL (Ours) 10 29.20 (-7.89%) 40.00 (-4.99%) 53.40 (-3.09%) 60.00 (-0.83%) 18.90 (+15.24%) 29.40 (+18.07%) 43.80 (+8.15%) 53.90 (+1.70%)

SceneSayerSDE [30] - 33.80 43.90 56.40 61.10 17.30 26.10 42.50 54.00

+IMPARTAIL (Ours) 70 33.40 (-1.18%) 43.70 (-0.46%) 56.00 (-0.71%) 61.10 21.10 (+21.97%) 31.40 (+20.31%) 46.80 (+10.12%) 57.20 (+5.93%)

+IMPARTAIL (Ours) 40 34.20 (+1.18%) 44.40 (+1.14%) 56.80 (+0.71%) 61.40 (+0.49%) 19.00 (+9.83%) 27.80 (+6.51%) 43.60 (+2.59%) 54.40 (+0.74%)

+IMPARTAIL (Ours) 10 30.00 (-11.24%) 41.20 (-6.15%) 54.20 (-3.90%) 60.30 (-1.31%) 25.60 (+47.98%) 35.10 (+34.48%) 50.00 (+17.65%) 58.00 (+7.41%)

Table 15. AGS-No Constraint-0.9 results for SGA.

F Method S
NO CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 30.20 45.80 64.40 68.40 18.20 27.50 47.20 62.80

+IMPARTAIL (Ours) 70 30.10 (-0.33%) 47.80 (+4.37%) 64.50 (+0.16%) 68.40 19.50 (+7.14%) 29.60 (+7.64%) 50.00 (+5.93%) 64.00 (+1.91%)

+IMPARTAIL (Ours) 40 29.30 (-2.98%) 47.10 (+2.84%) 64.50 (+0.16%) 68.30 (-0.15%) 20.50 (+12.64%) 31.80 (+15.64%) 51.90 (+9.96%) 63.80 (+1.59%)

+IMPARTAIL (Ours) 10 26.30 (-12.91%) 40.70 (-11.14%) 60.90 (-5.43%) 68.00 (-0.58%) 18.80 (+3.30%) 30.40 (+10.55%) 51.40 (+8.90%) 64.80 (+3.18%)

DSGDetr++ [30] - 28.70 43.40 62.70 67.10 15.50 23.80 44.90 61.70

+IMPARTAIL (Ours) 70 27.90 (-2.79%) 45.10 (+3.92%) 63.90 (+1.91%) 68.40 (+1.94%) 18.50 (+19.35%) 28.70 (+20.59%) 48.50 (+8.02%) 62.00 (+0.49%)

+IMPARTAIL (Ours) 40 27.40 (-4.53%) 43.80 (+0.92%) 62.90 (+0.32%) 67.40 (+0.45%) 20.50 (+32.26%) 32.30 (+35.71%) 52.40 (+16.70%) 63.00 (+2.11%)

+IMPARTAIL (Ours) 10 26.20 (-8.71%) 40.60 (-6.45%) 61.40 (-2.07%) 67.60 (+0.75%) 21.20 (+36.77%) 32.10 (+34.87%) 51.20 (+14.03%) 61.70

SceneSayerODE [30] - 37.80 49.10 61.40 66.20 18.90 28.60 45.20 58.40

+IMPARTAIL (Ours) 70 35.60 (-5.82%) 47.00 (-4.28%) 60.00 (-2.28%) 65.20 (-1.51%) 21.20 (+12.17%) 31.80 (+11.19%) 48.20 (+6.64%) 58.20 (-0.34%)

+IMPARTAIL (Ours) 40 39.30 (+3.97%) 50.10 (+2.04%) 61.60 (+0.33%) 66.10 (-0.15%) 20.10 (+6.35%) 29.60 (+3.50%) 45.60 (+0.88%) 57.80 (-1.03%)

+IMPARTAIL (Ours) 10 34.20 (-9.52%) 46.00 (-6.31%) 59.20 (-3.58%) 65.30 (-1.36%) 23.10 (+22.22%) 33.90 (+18.53%) 49.50 (+9.51%) 58.00 (-0.68%)

SceneSayerSDE [30] - 38.50 49.90 61.90 66.50 19.10 29.00 45.60 59.40

+IMPARTAIL (Ours) 70 39.30 (+2.08%) 50.60 (+1.40%) 61.90 66.40 (-0.15%) 24.80 (+29.84%) 36.30 (+25.17%) 51.30 (+12.50%) 60.00 (+1.01%)

+IMPARTAIL (Ours) 40 40.20 (+4.42%) 50.80 (+1.80%) 62.00 (+0.16%) 66.70 (+0.30%) 21.80 (+14.14%) 31.40 (+8.28%) 47.60 (+4.39%) 58.70 (-1.18%)

+IMPARTAIL (Ours) 10 35.50 (-7.79%) 47.20 (-5.41%) 60.70 (-1.94%) 66.00 (-0.75%) 29.30 (+53.40%) 39.40 (+35.86%) 53.00 (+16.23%) 63.60 (+7.07%)
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6.2.5. Results ­ With Constraint Setting ­ Grounded Action Genome Scenes (GAGS)352

Table 16. GAGS-With Constraint-0.3 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 26.50 29.50 29.60 29.60 15.90 18.50 18.60 18.60

+IMPARTAIL (Ours) 70 36.60 (+38.11%) 39.70 (+34.58%) 39.80 (+34.46%) 39.80 (+34.46%) 18.70 (+17.61%) 21.40 (+15.68%) 21.40 (+15.05%) 21.40 (+15.05%)

+IMPARTAIL (Ours) 40 32.60 (+23.02%) 35.60 (+20.68%) 35.60 (+20.27%) 35.60 (+20.27%) 17.00 (+6.92%) 19.40 (+4.86%) 19.40 (+4.30%) 19.40 (+4.30%)

+IMPARTAIL (Ours) 10 33.30 (+25.66%) 35.80 (+21.36%) 35.80 (+20.95%) 35.80 (+20.95%) 17.80 (+11.95%) 20.40 (+10.27%) 20.40 (+9.68%) 20.40 (+9.68%)

DSGDetr++ [30] - 36.20 39.30 39.30 39.30 15.10 17.50 17.50 17.50

+IMPARTAIL (Ours) 70 37.00 (+2.21%) 40.20 (+2.29%) 40.30 (+2.54%) 40.30 (+2.54%) 17.20 (+13.91%) 19.90 (+13.71%) 20.00 (+14.29%) 20.00 (+14.29%)

+IMPARTAIL (Ours) 40 36.40 (+0.55%) 39.40 (+0.25%) 39.40 (+0.25%) 39.40 (+0.25%) 18.90 (+25.17%) 22.00 (+25.71%) 22.00 (+25.71%) 22.00 (+25.71%)

+IMPARTAIL (Ours) 10 30.90 (-14.64%) 33.20 (-15.52%) 33.20 (-15.52%) 33.20 (-15.52%) 17.10 (+13.25%) 19.70 (+12.57%) 19.70 (+12.57%) 19.70 (+12.57%)

SceneSayerODE [30] - 34.60 37.30 37.30 37.30 15.20 17.90 18.00 18.00

+IMPARTAIL (Ours) 70 33.20 (-4.05%) 36.00 (-3.49%) 36.00 (-3.49%) 36.00 (-3.49%) 17.40 (+14.47%) 21.10 (+17.88%) 21.20 (+17.78%) 21.20 (+17.78%)

+IMPARTAIL (Ours) 40 33.70 (-2.60%) 36.40 (-2.41%) 36.40 (-2.41%) 36.40 (-2.41%) 13.30 (-12.50%) 15.90 (-11.17%) 15.90 (-11.67%) 15.90 (-11.67%)

+IMPARTAIL (Ours) 10 23.10 (-33.24%) 24.70 (-33.78%) 24.70 (-33.78%) 24.70 (-33.78%) 16.50 (+8.55%) 19.80 (+10.61%) 19.90 (+10.56%) 19.90 (+10.56%)

SceneSayerSDE [30] - 38.30 41.70 41.70 41.70 16.10 19.20 19.30 19.30

+IMPARTAIL (Ours) 70 36.40 (-4.96%) 39.70 (-4.80%) 39.80 (-4.56%) 39.80 (-4.56%) 20.30 (+26.09%) 24.60 (+28.12%) 24.70 (+27.98%) 24.70 (+27.98%)

+IMPARTAIL (Ours) 40 38.60 (+0.78%) 42.00 (+0.72%) 42.00 (+0.72%) 42.00 (+0.72%) 16.10 19.20 19.20 (-0.52%) 19.20 (-0.52%)

+IMPARTAIL (Ours) 10 30.60 (-20.10%) 33.00 (-20.86%) 33.00 (-20.86%) 33.00 (-20.86%) 24.50 (+52.17%) 29.90 (+55.73%) 30.00 (+55.44%) 30.00 (+55.44%)

Table 17. GAGS-With Constraint-0.5 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 30.90 34.20 34.20 34.20 17.80 20.90 21.00 21.00

+IMPARTAIL (Ours) 70 41.70 (+34.95%) 45.00 (+31.58%) 45.10 (+31.87%) 45.10 (+31.87%) 21.30 (+19.66%) 24.80 (+18.66%) 24.80 (+18.10%) 24.80 (+18.10%)

+IMPARTAIL (Ours) 40 36.70 (+18.77%) 40.00 (+16.96%) 40.00 (+16.96%) 40.00 (+16.96%) 19.10 (+7.30%) 22.10 (+5.74%) 22.10 (+5.24%) 22.10 (+5.24%)

+IMPARTAIL (Ours) 10 37.50 (+21.36%) 40.20 (+17.54%) 40.20 (+17.54%) 40.20 (+17.54%) 19.90 (+11.80%) 22.70 (+8.61%) 22.80 (+8.57%) 22.80 (+8.57%)

DSGDetr++ [30] - 41.20 44.60 44.70 44.70 17.10 20.00 20.00 20.00

+IMPARTAIL (Ours) 70 41.90 (+1.70%) 45.40 (+1.79%) 45.40 (+1.57%) 45.40 (+1.57%) 19.90 (+16.37%) 23.10 (+15.50%) 23.10 (+15.50%) 23.10 (+15.50%)

+IMPARTAIL (Ours) 40 41.20 44.50 (-0.22%) 44.50 (-0.45%) 44.50 (-0.45%) 21.20 (+23.98%) 24.50 (+22.50%) 24.60 (+23.00%) 24.60 (+23.00%)

+IMPARTAIL (Ours) 10 34.70 (-15.78%) 37.40 (-16.14%) 37.40 (-16.33%) 37.40 (-16.33%) 21.10 (+23.39%) 24.50 (+22.50%) 24.50 (+22.50%) 24.50 (+22.50%)

SceneSayerODE [30] - 40.30 43.50 43.50 43.50 17.50 20.70 20.90 20.90

+IMPARTAIL (Ours) 70 38.00 (-5.71%) 41.10 (-5.52%) 41.10 (-5.52%) 41.10 (-5.52%) 19.50 (+11.43%) 23.70 (+14.49%) 23.90 (+14.35%) 23.90 (+14.35%)

+IMPARTAIL (Ours) 40 39.00 (-3.23%) 42.30 (-2.76%) 42.30 (-2.76%) 42.30 (-2.76%) 15.00 (-14.29%) 18.00 (-13.04%) 18.10 (-13.40%) 18.10 (-13.40%)

+IMPARTAIL (Ours) 10 27.50 (-31.76%) 29.40 (-32.41%) 29.40 (-32.41%) 29.40 (-32.41%) 19.30 (+10.29%) 23.20 (+12.08%) 23.50 (+12.44%) 23.50 (+12.44%)

SceneSayerSDE [30] - 43.70 47.40 47.40 47.40 18.20 21.70 21.80 21.80

+IMPARTAIL (Ours) 70 40.90 (-6.41%) 44.40 (-6.33%) 44.40 (-6.33%) 44.40 (-6.33%) 22.40 (+23.08%) 27.00 (+24.42%) 27.30 (+25.23%) 27.30 (+25.23%)

+IMPARTAIL (Ours) 40 43.20 (-1.14%) 46.90 (-1.05%) 46.90 (-1.05%) 46.90 (-1.05%) 17.80 (-2.20%) 21.20 (-2.30%) 21.40 (-1.83%) 21.40 (-1.83%)

+IMPARTAIL (Ours) 10 35.30 (-19.22%) 37.90 (-20.04%) 37.90 (-20.04%) 37.90 (-20.04%) 27.60 (+51.65%) 33.40 (+53.92%) 33.60 (+54.13%) 33.60 (+54.13%)
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Table 18. GAGS-With Constraint-0.7 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 37.30 40.50 40.50 40.50 21.90 25.00 25.00 25.00

+IMPARTAIL (Ours) 70 49.50 (+32.71%) 52.70 (+30.12%) 52.70 (+30.12%) 52.70 (+30.12%) 26.20 (+19.63%) 30.10 (+20.40%) 30.10 (+20.40%) 30.10 (+20.40%)

+IMPARTAIL (Ours) 40 44.80 (+20.11%) 47.70 (+17.78%) 47.70 (+17.78%) 47.70 (+17.78%) 24.00 (+9.59%) 26.90 (+7.60%) 26.90 (+7.60%) 26.90 (+7.60%)

+IMPARTAIL (Ours) 10 43.70 (+17.16%) 46.20 (+14.07%) 46.20 (+14.07%) 46.20 (+14.07%) 25.80 (+17.81%) 29.10 (+16.40%) 29.10 (+16.40%) 29.10 (+16.40%)

DSGDetr++ [30] - 48.50 51.80 51.80 51.80 20.80 23.80 23.80 23.80

+IMPARTAIL (Ours) 70 49.80 (+2.68%) 52.90 (+2.12%) 53.00 (+2.32%) 53.00 (+2.32%) 25.30 (+21.63%) 28.70 (+20.59%) 28.70 (+20.59%) 28.70 (+20.59%)

+IMPARTAIL (Ours) 40 49.20 (+1.44%) 52.30 (+0.97%) 52.30 (+0.97%) 52.30 (+0.97%) 26.90 (+29.33%) 30.70 (+28.99%) 30.80 (+29.41%) 30.80 (+29.41%)

+IMPARTAIL (Ours) 10 40.70 (-16.08%) 43.10 (-16.80%) 43.10 (-16.80%) 43.10 (-16.80%) 28.30 (+36.06%) 32.50 (+36.55%) 32.50 (+36.55%) 32.50 (+36.55%)

SceneSayerODE [30] - 48.50 51.50 51.50 51.50 20.70 24.00 24.00 24.00

+IMPARTAIL (Ours) 70 45.50 (-6.19%) 48.50 (-5.83%) 48.50 (-5.83%) 48.50 (-5.83%) 23.50 (+13.53%) 27.80 (+15.83%) 27.90 (+16.25%) 27.90 (+16.25%)

+IMPARTAIL (Ours) 40 47.50 (-2.06%) 50.60 (-1.75%) 50.60 (-1.75%) 50.60 (-1.75%) 18.10 (-12.56%) 21.30 (-11.25%) 21.30 (-11.25%) 21.30 (-11.25%)

+IMPARTAIL (Ours) 10 34.30 (-29.28%) 36.20 (-29.71%) 36.20 (-29.71%) 36.20 (-29.71%) 23.20 (+12.08%) 27.50 (+14.58%) 27.50 (+14.58%) 27.50 (+14.58%)

SceneSayerSDE [30] - 50.90 54.10 54.10 54.10 21.00 24.60 24.60 24.60

+IMPARTAIL (Ours) 70 48.50 (-4.72%) 51.70 (-4.44%) 51.70 (-4.44%) 51.70 (-4.44%) 26.50 (+26.19%) 31.40 (+27.64%) 31.50 (+28.05%) 31.50 (+28.05%)

+IMPARTAIL (Ours) 40 50.50 (-0.79%) 53.80 (-0.55%) 53.80 (-0.55%) 53.80 (-0.55%) 20.90 (-0.48%) 24.40 (-0.81%) 24.40 (-0.81%) 24.40 (-0.81%)

+IMPARTAIL (Ours) 10 41.50 (-18.47%) 43.90 (-18.85%) 43.90 (-18.85%) 43.90 (-18.85%) 32.10 (+52.86%) 38.40 (+56.10%) 38.50 (+56.50%) 38.50 (+56.50%)

Table 19. GAGS-With Constraint-0.9 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 45.50 47.80 47.80 47.80 28.80 31.30 31.30 31.30

+IMPARTAIL (Ours) 70 59.00 (+29.67%) 61.30 (+28.24%) 61.30 (+28.24%) 61.30 (+28.24%) 34.20 (+18.75%) 37.20 (+18.85%) 37.30 (+19.17%) 37.30 (+19.17%)

+IMPARTAIL (Ours) 40 53.90 (+18.46%) 56.00 (+17.15%) 56.00 (+17.15%) 56.00 (+17.15%) 31.90 (+10.76%) 34.40 (+9.90%) 34.40 (+9.90%) 34.40 (+9.90%)

+IMPARTAIL (Ours) 10 50.90 (+11.87%) 52.70 (+10.25%) 52.70 (+10.25%) 52.70 (+10.25%) 36.70 (+27.43%) 40.30 (+28.75%) 40.30 (+28.75%) 40.30 (+28.75%)

DSGDetr++ [30] - 57.70 60.00 60.00 60.00 27.00 29.40 29.40 29.40

+IMPARTAIL (Ours) 70 59.20 (+2.60%) 61.40 (+2.33%) 61.40 (+2.33%) 61.40 (+2.33%) 34.20 (+26.67%) 36.90 (+25.51%) 36.90 (+25.51%) 36.90 (+25.51%)

+IMPARTAIL (Ours) 40 57.00 (-1.21%) 59.10 (-1.50%) 59.10 (-1.50%) 59.10 (-1.50%) 37.00 (+37.04%) 40.10 (+36.39%) 40.10 (+36.39%) 40.10 (+36.39%)

+IMPARTAIL (Ours) 10 46.10 (-20.10%) 47.60 (-20.67%) 47.60 (-20.67%) 47.60 (-20.67%) 38.70 (+43.33%) 42.80 (+45.58%) 42.80 (+45.58%) 42.80 (+45.58%)

SceneSayerODE [30] - 58.50 60.60 60.60 60.60 25.10 27.60 27.60 27.60

+IMPARTAIL (Ours) 70 54.10 (-7.52%) 56.10 (-7.43%) 56.10 (-7.43%) 56.10 (-7.43%) 27.70 (+10.36%) 30.60 (+10.87%) 30.60 (+10.87%) 30.60 (+10.87%)

+IMPARTAIL (Ours) 40 56.70 (-3.08%) 59.00 (-2.64%) 59.00 (-2.64%) 59.00 (-2.64%) 21.80 (-13.15%) 24.40 (-11.59%) 24.40 (-11.59%) 24.40 (-11.59%)

+IMPARTAIL (Ours) 10 43.80 (-25.13%) 45.30 (-25.25%) 45.30 (-25.25%) 45.30 (-25.25%) 28.50 (+13.55%) 31.60 (+14.49%) 31.60 (+14.49%) 31.60 (+14.49%)

SceneSayerSDE [30] - 59.00 61.20 61.20 61.20 24.70 27.30 27.30 27.30

+IMPARTAIL (Ours) 70 57.00 (-3.39%) 59.20 (-3.27%) 59.20 (-3.27%) 59.20 (-3.27%) 31.80 (+28.74%) 35.40 (+29.67%) 35.40 (+29.67%) 35.40 (+29.67%)

+IMPARTAIL (Ours) 40 58.10 (-1.53%) 60.30 (-1.47%) 60.30 (-1.47%) 60.30 (-1.47%) 24.60 (-0.40%) 27.30 27.30 27.30

+IMPARTAIL (Ours) 10 49.40 (-16.27%) 51.10 (-16.50%) 51.10 (-16.50%) 51.10 (-16.50%) 38.60 (+56.28%) 43.50 (+59.34%) 43.50 (+59.34%) 43.50 (+59.34%)
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6.2.6. Results ­ With Constraint Setting ­ Partially Grounded Action Genome Scenes (PGAGS)353

Table 20. PGAGS-With Constraint-0.3 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 20.30 21.40 21.40 21.40 12.60 13.60 13.60 13.60

+IMPARTAIL (Ours) 70 26.70 (+31.53%) 27.70 (+29.44%) 27.70 (+29.44%) 27.70 (+29.44%) 12.80 (+1.59%) 13.60 13.60 13.60

+IMPARTAIL (Ours) 40 27.60 (+35.96%) 28.70 (+34.11%) 28.70 (+34.11%) 28.70 (+34.11%) 15.10 (+19.84%) 16.30 (+19.85%) 16.30 (+19.85%) 16.30 (+19.85%)

+IMPARTAIL (Ours) 10 21.80 (+7.39%) 22.40 (+4.67%) 22.40 (+4.67%) 22.40 (+4.67%) 17.60 (+39.68%) 18.90 (+38.97%) 18.90 (+38.97%) 18.90 (+38.97%)

DSGDetr++ [30] - 28.10 29.30 29.30 29.30 13.00 14.00 14.00 14.00

+IMPARTAIL (Ours) 70 26.50 (-5.69%) 27.60 (-5.80%) 27.60 (-5.80%) 27.60 (-5.80%) 14.70 (+13.08%) 15.80 (+12.86%) 15.80 (+12.86%) 15.80 (+12.86%)

+IMPARTAIL (Ours) 40 24.60 (-12.46%) 25.80 (-11.95%) 25.80 (-11.95%) 25.80 (-11.95%) 13.90 (+6.92%) 14.90 (+6.43%) 14.90 (+6.43%) 14.90 (+6.43%)

+IMPARTAIL (Ours) 10 25.30 (-9.96%) 26.30 (-10.24%) 26.30 (-10.24%) 26.30 (-10.24%) 16.40 (+26.15%) 17.80 (+27.14%) 17.80 (+27.14%) 17.80 (+27.14%)

SceneSayerODE [30] - 22.60 23.70 23.80 23.80 9.40 10.50 10.50 10.50

+IMPARTAIL (Ours) 70 18.10 (-19.91%) 18.80 (-20.68%) 18.80 (-21.01%) 18.80 (-21.01%) 10.50 (+11.70%) 11.80 (+12.38%) 11.80 (+12.38%) 11.80 (+12.38%)

+IMPARTAIL (Ours) 40 28.00 (+23.89%) 29.40 (+24.05%) 29.40 (+23.53%) 29.40 (+23.53%) 12.70 (+35.11%) 14.10 (+34.29%) 14.10 (+34.29%) 14.10 (+34.29%)

+IMPARTAIL (Ours) 10 21.60 (-4.42%) 22.30 (-5.91%) 22.40 (-5.88%) 22.40 (-5.88%) 15.60 (+65.96%) 17.80 (+69.52%) 17.80 (+69.52%) 17.80 (+69.52%)

SceneSayerSDE [30] - 29.30 30.80 30.80 30.80 13.50 15.20 15.20 15.20

+IMPARTAIL (Ours) 70 27.70 (-5.46%) 29.20 (-5.19%) 29.20 (-5.19%) 29.20 (-5.19%) 16.50 (+22.22%) 18.50 (+21.71%) 18.50 (+21.71%) 18.50 (+21.71%)

+IMPARTAIL (Ours) 40 28.60 (-2.39%) 30.10 (-2.27%) 30.10 (-2.27%) 30.10 (-2.27%) 14.10 (+4.44%) 15.80 (+3.95%) 15.80 (+3.95%) 15.80 (+3.95%)

+IMPARTAIL (Ours) 10 25.60 (-12.63%) 26.80 (-12.99%) 26.80 (-12.99%) 26.80 (-12.99%) 20.30 (+50.37%) 23.90 (+57.24%) 23.90 (+57.24%) 23.90 (+57.24%)

Table 21. PGAGS-With Constraint-0.5 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 22.50 23.80 23.80 23.80 14.30 15.80 15.80 15.80

+IMPARTAIL (Ours) 70 29.50 (+31.11%) 30.60 (+28.57%) 30.60 (+28.57%) 30.60 (+28.57%) 14.50 (+1.40%) 15.70 (-0.63%) 15.70 (-0.63%) 15.70 (-0.63%)

+IMPARTAIL (Ours) 40 30.20 (+34.22%) 31.40 (+31.93%) 31.40 (+31.93%) 31.40 (+31.93%) 16.90 (+18.18%) 18.50 (+17.09%) 18.50 (+17.09%) 18.50 (+17.09%)

+IMPARTAIL (Ours) 10 24.10 (+7.11%) 25.00 (+5.04%) 25.00 (+5.04%) 25.00 (+5.04%) 20.20 (+41.26%) 22.00 (+39.24%) 22.00 (+39.24%) 22.00 (+39.24%)

DSGDetr++ [30] - 31.70 33.00 33.00 33.00 15.00 16.30 16.30 16.30

+IMPARTAIL (Ours) 70 28.70 (-9.46%) 29.90 (-9.39%) 29.90 (-9.39%) 29.90 (-9.39%) 16.80 (+12.00%) 18.30 (+12.27%) 18.30 (+12.27%) 18.30 (+12.27%)

+IMPARTAIL (Ours) 40 28.30 (-10.73%) 29.50 (-10.61%) 29.50 (-10.61%) 29.50 (-10.61%) 16.00 (+6.67%) 17.40 (+6.75%) 17.40 (+6.75%) 17.40 (+6.75%)

+IMPARTAIL (Ours) 10 28.50 (-10.09%) 29.50 (-10.61%) 29.50 (-10.61%) 29.50 (-10.61%) 18.60 (+24.00%) 20.10 (+23.31%) 20.10 (+23.31%) 20.10 (+23.31%)

SceneSayerODE [30] - 25.80 27.20 27.20 27.20 11.20 12.80 12.80 12.80

+IMPARTAIL (Ours) 70 21.20 (-17.83%) 22.20 (-18.38%) 22.20 (-18.38%) 22.20 (-18.38%) 12.60 (+12.50%) 14.50 (+13.28%) 14.50 (+13.28%) 14.50 (+13.28%)

+IMPARTAIL (Ours) 40 31.90 (+23.64%) 33.60 (+23.53%) 33.60 (+23.53%) 33.60 (+23.53%) 14.50 (+29.46%) 16.40 (+28.12%) 16.40 (+28.12%) 16.40 (+28.12%)

+IMPARTAIL (Ours) 10 25.30 (-1.94%) 26.30 (-3.31%) 26.30 (-3.31%) 26.30 (-3.31%) 18.00 (+60.71%) 21.30 (+66.41%) 21.40 (+67.19%) 21.40 (+67.19%)

SceneSayerSDE [30] - 33.00 34.80 34.80 34.80 15.20 17.50 17.50 17.50

+IMPARTAIL (Ours) 70 31.20 (-5.45%) 32.80 (-5.75%) 32.80 (-5.75%) 32.80 (-5.75%) 18.40 (+21.05%) 21.00 (+20.00%) 21.10 (+20.57%) 21.10 (+20.57%)

+IMPARTAIL (Ours) 40 32.30 (-2.12%) 34.10 (-2.01%) 34.10 (-2.01%) 34.10 (-2.01%) 15.70 (+3.29%) 17.90 (+2.29%) 17.90 (+2.29%) 17.90 (+2.29%)

+IMPARTAIL (Ours) 10 28.90 (-12.42%) 30.30 (-12.93%) 30.30 (-12.93%) 30.30 (-12.93%) 22.20 (+46.05%) 26.50 (+51.43%) 26.50 (+51.43%) 26.50 (+51.43%)
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Table 22. PGAGS-With Constraint-0.7 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 27.10 28.20 28.20 28.20 17.20 18.60 18.60 18.60

+IMPARTAIL (Ours) 70 36.10 (+33.21%) 37.10 (+31.56%) 37.10 (+31.56%) 37.10 (+31.56%) 18.70 (+8.72%) 19.90 (+6.99%) 19.90 (+6.99%) 19.90 (+6.99%)

+IMPARTAIL (Ours) 40 36.00 (+32.84%) 37.00 (+31.21%) 37.00 (+31.21%) 37.00 (+31.21%) 21.00 (+22.09%) 22.70 (+22.04%) 22.70 (+22.04%) 22.70 (+22.04%)

+IMPARTAIL (Ours) 10 29.60 (+9.23%) 30.20 (+7.09%) 30.20 (+7.09%) 30.20 (+7.09%) 25.60 (+48.84%) 27.40 (+47.31%) 27.40 (+47.31%) 27.40 (+47.31%)

DSGDetr++ [30] - 37.30 38.50 38.50 38.50 18.10 19.40 19.40 19.40

+IMPARTAIL (Ours) 70 34.30 (-8.04%) 35.40 (-8.05%) 35.40 (-8.05%) 35.40 (-8.05%) 20.70 (+14.36%) 22.10 (+13.92%) 22.10 (+13.92%) 22.10 (+13.92%)

+IMPARTAIL (Ours) 40 33.90 (-9.12%) 34.90 (-9.35%) 34.90 (-9.35%) 34.90 (-9.35%) 20.60 (+13.81%) 21.80 (+12.37%) 21.80 (+12.37%) 21.80 (+12.37%)

+IMPARTAIL (Ours) 10 33.40 (-10.46%) 34.50 (-10.39%) 34.50 (-10.39%) 34.50 (-10.39%) 23.60 (+30.39%) 25.50 (+31.44%) 25.50 (+31.44%) 25.50 (+31.44%)

SceneSayerODE [30] - 30.80 32.20 32.20 32.20 13.60 15.10 15.10 15.10

+IMPARTAIL (Ours) 70 25.60 (-16.88%) 26.60 (-17.39%) 26.60 (-17.39%) 26.60 (-17.39%) 14.70 (+8.09%) 16.70 (+10.60%) 16.70 (+10.60%) 16.70 (+10.60%)

+IMPARTAIL (Ours) 40 37.20 (+20.78%) 38.70 (+20.19%) 38.70 (+20.19%) 38.70 (+20.19%) 16.90 (+24.26%) 18.70 (+23.84%) 18.80 (+24.50%) 18.80 (+24.50%)

+IMPARTAIL (Ours) 10 31.10 (+0.97%) 32.10 (-0.31%) 32.10 (-0.31%) 32.10 (-0.31%) 22.20 (+63.24%) 25.60 (+69.54%) 25.70 (+70.20%) 25.70 (+70.20%)

SceneSayerSDE [30] - 38.80 40.30 40.30 40.30 17.90 19.90 19.90 19.90

+IMPARTAIL (Ours) 70 36.80 (-5.15%) 38.30 (-4.96%) 38.30 (-4.96%) 38.30 (-4.96%) 21.70 (+21.23%) 24.00 (+20.60%) 24.00 (+20.60%) 24.00 (+20.60%)

+IMPARTAIL (Ours) 40 38.40 (-1.03%) 40.00 (-0.74%) 40.00 (-0.74%) 40.00 (-0.74%) 18.80 (+5.03%) 20.70 (+4.02%) 20.70 (+4.02%) 20.70 (+4.02%)

+IMPARTAIL (Ours) 10 34.40 (-11.34%) 35.60 (-11.66%) 35.60 (-11.66%) 35.60 (-11.66%) 25.90 (+44.69%) 30.00 (+50.75%) 30.10 (+51.26%) 30.10 (+51.26%)

Table 23. PGAGS-With Constraint-0.9 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 31.00 31.80 31.80 31.80 21.20 22.50 22.50 22.50

+IMPARTAIL (Ours) 70 42.00 (+35.48%) 42.80 (+34.59%) 42.80 (+34.59%) 42.80 (+34.59%) 26.00 (+22.64%) 27.20 (+20.89%) 27.20 (+20.89%) 27.20 (+20.89%)

+IMPARTAIL (Ours) 40 39.90 (+28.71%) 40.60 (+27.67%) 40.60 (+27.67%) 40.60 (+27.67%) 26.60 (+25.47%) 28.10 (+24.89%) 28.10 (+24.89%) 28.10 (+24.89%)

+IMPARTAIL (Ours) 10 32.70 (+5.48%) 33.20 (+4.40%) 33.20 (+4.40%) 33.20 (+4.40%) 32.60 (+53.77%) 34.20 (+52.00%) 34.20 (+52.00%) 34.20 (+52.00%)

DSGDetr++ [30] - 43.10 44.00 44.00 44.00 22.20 23.40 23.40 23.40

+IMPARTAIL (Ours) 70 40.00 (-7.19%) 40.80 (-7.27%) 40.80 (-7.27%) 40.80 (-7.27%) 24.90 (+12.16%) 26.20 (+11.97%) 26.20 (+11.97%) 26.20 (+11.97%)

+IMPARTAIL (Ours) 40 39.60 (-8.12%) 40.50 (-7.95%) 40.50 (-7.95%) 40.50 (-7.95%) 26.20 (+18.02%) 27.50 (+17.52%) 27.50 (+17.52%) 27.50 (+17.52%)

+IMPARTAIL (Ours) 10 38.50 (-10.67%) 39.20 (-10.91%) 39.20 (-10.91%) 39.20 (-10.91%) 30.90 (+39.19%) 32.20 (+37.61%) 32.20 (+37.61%) 32.20 (+37.61%)

SceneSayerODE [30] - 36.60 37.60 37.60 37.60 16.60 17.90 17.90 17.90

+IMPARTAIL (Ours) 70 31.80 (-13.11%) 32.60 (-13.30%) 32.60 (-13.30%) 32.60 (-13.30%) 18.40 (+10.84%) 20.10 (+12.29%) 20.10 (+12.29%) 20.10 (+12.29%)

+IMPARTAIL (Ours) 40 42.70 (+16.67%) 43.80 (+16.49%) 43.80 (+16.49%) 43.80 (+16.49%) 19.40 (+16.87%) 20.90 (+16.76%) 20.90 (+16.76%) 20.90 (+16.76%)

+IMPARTAIL (Ours) 10 38.40 (+4.92%) 39.30 (+4.52%) 39.30 (+4.52%) 39.30 (+4.52%) 28.30 (+70.48%) 30.90 (+72.63%) 30.90 (+72.63%) 30.90 (+72.63%)

SceneSayerSDE [30] - 44.40 45.50 45.50 45.50 21.00 22.60 22.60 22.60

+IMPARTAIL (Ours) 70 43.10 (-2.93%) 44.20 (-2.86%) 44.20 (-2.86%) 44.20 (-2.86%) 25.20 (+20.00%) 27.00 (+19.47%) 27.00 (+19.47%) 27.00 (+19.47%)

+IMPARTAIL (Ours) 40 44.70 (+0.68%) 45.90 (+0.88%) 45.90 (+0.88%) 45.90 (+0.88%) 21.80 (+3.81%) 23.50 (+3.98%) 23.50 (+3.98%) 23.50 (+3.98%)

+IMPARTAIL (Ours) 10 40.50 (-8.78%) 41.40 (-9.01%) 41.40 (-9.01%) 41.40 (-9.01%) 31.60 (+50.48%) 34.70 (+53.54%) 34.70 (+53.54%) 34.70 (+53.54%)
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6.2.7. Results ­ With Constraint Setting ­ Action Genome Scenes (AGS)354

Table 24. AGS-With Constraint-0.3 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.3

STTran++ [30] - 19.40 31.10 33.50 33.50 7.60 15.30 16.90 16.90

+IMPARTAIL (Ours) 70 19.70 (+1.55%) 30.20 (-2.89%) 32.40 (-3.28%) 32.40 (-3.28%) 7.80 (+2.63%) 15.10 (-1.31%) 16.80 (-0.59%) 16.80 (-0.59%)

+IMPARTAIL (Ours) 40 19.20 (-1.03%) 30.30 (-2.57%) 32.60 (-2.69%) 32.60 (-2.69%) 8.40 (+10.53%) 16.80 (+9.80%) 18.60 (+10.06%) 18.60 (+10.06%)

+IMPARTAIL (Ours) 10 18.30 (-5.67%) 27.40 (-11.90%) 29.30 (-12.54%) 29.30 (-12.54%) 8.90 (+17.11%) 17.90 (+16.99%) 19.70 (+16.57%) 19.70 (+16.57%)

DSGDetr++ [30] - 18.80 28.30 29.90 29.90 7.10 12.80 13.80 13.80

+IMPARTAIL (Ours) 70 18.60 (-1.06%) 27.40 (-3.18%) 29.10 (-2.68%) 29.10 (-2.68%) 8.20 (+15.49%) 15.20 (+18.75%) 16.60 (+20.29%) 16.60 (+20.29%)

+IMPARTAIL (Ours) 40 16.50 (-12.23%) 24.70 (-12.72%) 26.30 (-12.04%) 26.30 (-12.04%) 8.30 (+16.90%) 15.80 (+23.44%) 17.10 (+23.91%) 17.10 (+23.91%)

+IMPARTAIL (Ours) 10 16.90 (-10.11%) 23.50 (-16.96%) 24.50 (-18.06%) 24.50 (-18.06%) 9.30 (+30.99%) 18.40 (+43.75%) 20.20 (+46.38%) 20.20 (+46.38%)

SceneSayerODE [30] - 15.10 25.70 30.10 30.20 5.50 11.90 19.00 19.00

+IMPARTAIL (Ours) 70 13.80 (-8.61%) 23.00 (-10.51%) 26.80 (-10.96%) 26.80 (-11.26%) 5.80 (+5.45%) 12.80 (+7.56%) 16.40 (-13.68%) 16.40 (-13.68%)

+IMPARTAIL (Ours) 40 16.30 (+7.95%) 28.20 (+9.73%) 33.70 (+11.96%) 33.80 (+11.92%) 5.80 (+5.45%) 12.50 (+5.04%) 16.00 (-15.79%) 16.10 (-15.26%)

+IMPARTAIL (Ours) 10 14.80 (-1.99%) 24.80 (-3.50%) 29.10 (-3.32%) 29.10 (-3.64%) 6.60 (+20.00%) 15.40 (+29.41%) 20.40 (+7.37%) 20.40 (+7.37%)

SceneSayerSDE [30] - 15.90 27.80 33.40 33.50 5.90 13.40 17.20 17.20

+IMPARTAIL (Ours) 70 16.10 (+1.26%) 28.10 (+1.08%) 33.70 (+0.90%) 33.70 (+0.60%) 6.70 (+13.56%) 15.80 (+17.91%) 20.80 (+20.93%) 20.80 (+20.93%)

+IMPARTAIL (Ours) 40 16.10 (+1.26%) 28.20 (+1.44%) 33.90 (+1.50%) 34.00 (+1.49%) 5.90 13.10 (-2.24%) 17.20 17.20

+IMPARTAIL (Ours) 10 13.10 (-17.61%) 23.00 (-17.27%) 27.20 (-18.56%) 27.20 (-18.81%) 7.30 (+23.73%) 19.30 (+44.03%) 25.90 (+50.58%) 26.00 (+51.16%)

Table 25. AGS-With Constraint-0.5 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.5

STTran++ [30] - 20.40 33.30 35.90 35.90 7.90 16.40 18.40 18.40

+IMPARTAIL (Ours) 70 21.10 (+3.43%) 32.70 (-1.80%) 34.90 (-2.79%) 34.90 (-2.79%) 8.30 (+5.06%) 16.50 (+0.61%) 18.30 (-0.54%) 18.30 (-0.54%)

+IMPARTAIL (Ours) 40 20.60 (+0.98%) 32.50 (-2.40%) 35.00 (-2.51%) 35.00 (-2.51%) 8.90 (+12.66%) 17.80 (+8.54%) 19.80 (+7.61%) 19.80 (+7.61%)

+IMPARTAIL (Ours) 10 19.80 (-2.94%) 29.70 (-10.81%) 31.80 (-11.42%) 31.80 (-11.42%) 9.30 (+17.72%) 18.70 (+14.02%) 20.90 (+13.59%) 20.90 (+13.59%)

DSGDetr++ [30] - 19.80 30.00 31.90 31.90 7.40 13.40 14.60 14.60

+IMPARTAIL (Ours) 70 20.10 (+1.52%) 29.60 (-1.33%) 31.50 (-1.25%) 31.50 (-1.25%) 8.70 (+17.57%) 16.40 (+22.39%) 17.90 (+22.60%) 17.90 (+22.60%)

+IMPARTAIL (Ours) 40 18.10 (-8.59%) 27.00 (-10.00%) 28.80 (-9.72%) 28.80 (-9.72%) 8.90 (+20.27%) 17.00 (+26.87%) 18.60 (+27.40%) 18.60 (+27.40%)

+IMPARTAIL (Ours) 10 18.10 (-8.59%) 25.30 (-15.67%) 26.70 (-16.30%) 26.70 (-16.30%) 9.80 (+32.43%) 19.80 (+47.76%) 21.90 (+50.00%) 21.90 (+50.00%)

SceneSayerODE [30] - 16.60 28.20 33.50 33.60 5.80 12.60 16.90 16.90

+IMPARTAIL (Ours) 70 15.10 (-9.04%) 25.40 (-9.93%) 30.00 (-10.45%) 30.00 (-10.71%) 5.90 (+1.72%) 13.50 (+7.14%) 18.00 (+6.51%) 18.00 (+6.51%)

+IMPARTAIL (Ours) 40 17.30 (+4.22%) 29.90 (+6.03%) 36.20 (+8.06%) 36.30 (+8.04%) 6.00 (+3.45%) 12.70 (+0.79%) 16.90 16.90

+IMPARTAIL (Ours) 10 15.60 (-6.02%) 26.20 (-7.09%) 31.30 (-6.57%) 31.40 (-6.55%) 6.80 (+17.24%) 16.10 (+27.78%) 22.00 (+30.18%) 22.00 (+30.18%)

SceneSayerSDE [30] - 17.50 30.00 36.50 36.50 6.40 13.70 18.30 18.30

+IMPARTAIL (Ours) 70 16.90 (-3.43%) 29.70 (-1.00%) 36.20 (-0.82%) 36.20 (-0.82%) 6.80 (+6.25%) 16.10 (+17.52%) 21.90 (+19.67%) 21.90 (+19.67%)

+IMPARTAIL (Ours) 40 17.40 (-0.57%) 30.20 (+0.67%) 36.70 (+0.55%) 36.70 (+0.55%) 6.30 (-1.56%) 13.70 18.40 (+0.55%) 18.40 (+0.55%)

+IMPARTAIL (Ours) 10 14.50 (-17.14%) 24.80 (-17.33%) 29.90 (-18.08%) 30.00 (-17.81%) 7.40 (+15.62%) 19.10 (+39.42%) 27.70 (+51.37%) 27.80 (+51.91%)
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Table 26. AGS-With Constraint-0.7 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.7

STTran++ [30] - 22.50 36.40 39.20 39.20 9.10 18.20 20.20 20.20

+IMPARTAIL (Ours) 70 23.50 (+4.44%) 36.50 (+0.27%) 39.10 (-0.26%) 39.10 (-0.26%) 9.90 (+8.79%) 19.30 (+6.04%) 21.50 (+6.44%) 21.50 (+6.44%)

+IMPARTAIL (Ours) 40 23.00 (+2.22%) 36.00 (-1.10%) 38.70 (-1.28%) 38.70 (-1.28%) 10.40 (+14.29%) 20.50 (+12.64%) 22.80 (+12.87%) 22.80 (+12.87%)

+IMPARTAIL (Ours) 10 21.90 (-2.67%) 32.70 (-10.16%) 34.90 (-10.97%) 34.90 (-10.97%) 10.90 (+19.78%) 21.90 (+20.33%) 24.10 (+19.31%) 24.10 (+19.31%)

DSGDetr++ [30] - 22.20 33.20 35.10 35.10 8.40 14.80 16.00 16.00

+IMPARTAIL (Ours) 70 22.40 (+0.90%) 32.60 (-1.81%) 34.50 (-1.71%) 34.50 (-1.71%) 10.10 (+20.24%) 18.40 (+24.32%) 20.10 (+25.63%) 20.10 (+25.63%)

+IMPARTAIL (Ours) 40 20.50 (-7.66%) 30.60 (-7.83%) 32.60 (-7.12%) 32.60 (-7.12%) 10.50 (+25.00%) 19.50 (+31.76%) 21.20 (+32.50%) 21.20 (+32.50%)

+IMPARTAIL (Ours) 10 20.20 (-9.01%) 28.10 (-15.36%) 29.60 (-15.67%) 29.60 (-15.67%) 11.50 (+36.90%) 23.10 (+56.08%) 25.20 (+57.50%) 25.20 (+57.50%)

SceneSayerODE [30] - 19.00 32.00 37.90 38.00 6.70 14.00 18.50 18.50

+IMPARTAIL (Ours) 70 17.60 (-7.37%) 28.90 (-9.69%) 33.90 (-10.55%) 33.90 (-10.79%) 6.90 (+2.99%) 15.00 (+7.14%) 19.60 (+5.95%) 19.60 (+5.95%)

+IMPARTAIL (Ours) 40 19.50 (+2.63%) 33.10 (+3.44%) 39.50 (+4.22%) 39.50 (+3.95%) 6.80 (+1.49%) 13.90 (-0.71%) 18.20 (-1.62%) 18.30 (-1.08%)

+IMPARTAIL (Ours) 10 17.50 (-7.89%) 28.90 (-9.69%) 34.10 (-10.03%) 34.20 (-10.00%) 7.90 (+17.91%) 17.70 (+26.43%) 23.40 (+26.49%) 23.40 (+26.49%)

SceneSayerSDE [30] - 19.50 33.00 39.60 39.70 7.10 14.60 19.30 19.30

+IMPARTAIL (Ours) 70 19.10 (-2.05%) 32.50 (-1.52%) 39.40 (-0.51%) 39.40 (-0.76%) 7.80 (+9.86%) 17.40 (+19.18%) 23.80 (+23.32%) 23.80 (+23.32%)

+IMPARTAIL (Ours) 40 19.60 (+0.51%) 33.50 (+1.52%) 40.40 (+2.02%) 40.40 (+1.76%) 7.10 15.00 (+2.74%) 20.20 (+4.66%) 20.20 (+4.66%)

+IMPARTAIL (Ours) 10 16.80 (-13.85%) 27.90 (-15.45%) 33.00 (-16.67%) 33.00 (-16.88%) 8.60 (+21.13%) 21.30 (+45.89%) 29.30 (+51.81%) 29.30 (+51.81%)

Table 27. AGS-With Constraint-0.9 results for SGA.

F Method S
WITH CONSTRAINT

R@10 R@20 R@50 R@100 mR@10 mR@20 mR@50 mR@100

0.9

STTran++ [30] - 24.60 39.80 42.90 42.90 9.80 20.90 23.50 23.50

+IMPARTAIL (Ours) 70 25.80 (+4.88%) 40.50 (+1.76%) 43.50 (+1.40%) 43.50 (+1.40%) 11.10 (+13.27%) 22.70 (+8.61%) 25.40 (+8.09%) 25.40 (+8.09%)

+IMPARTAIL (Ours) 40 24.70 (+0.41%) 39.50 (-0.75%) 42.50 (-0.93%) 42.50 (-0.93%) 12.30 (+25.51%) 25.50 (+22.01%) 28.20 (+20.00%) 28.20 (+20.00%)

+IMPARTAIL (Ours) 10 23.60 (-4.07%) 35.60 (-10.55%) 37.90 (-11.66%) 37.90 (-11.66%) 12.60 (+28.57%) 27.10 (+29.67%) 29.90 (+27.23%) 29.90 (+27.23%)

DSGDetr++ [30] - 24.80 37.50 39.70 39.70 9.50 17.70 19.20 19.20

+IMPARTAIL (Ours) 70 24.70 (-0.40%) 37.10 (-1.07%) 39.50 (-0.50%) 39.50 (-0.50%) 11.90 (+25.26%) 22.50 (+27.12%) 24.90 (+29.69%) 24.90 (+29.69%)

+IMPARTAIL (Ours) 40 24.00 (-3.23%) 36.20 (-3.47%) 38.50 (-3.02%) 38.50 (-3.02%) 12.40 (+30.53%) 24.80 (+40.11%) 27.00 (+40.62%) 27.00 (+40.62%)

+IMPARTAIL (Ours) 10 23.10 (-6.85%) 32.30 (-13.87%) 33.90 (-14.61%) 33.90 (-14.61%) 13.60 (+43.16%) 27.80 (+57.06%) 30.20 (+57.29%) 30.20 (+57.29%)

SceneSayerODE [30] - 21.00 36.00 43.20 43.20 7.00 15.60 21.00 21.00

+IMPARTAIL (Ours) 70 19.50 (-7.14%) 32.80 (-8.89%) 38.70 (-10.42%) 38.80 (-10.19%) 7.50 (+7.14%) 16.60 (+6.41%) 21.80 (+3.81%) 21.90 (+4.29%)

+IMPARTAIL (Ours) 40 20.90 (-0.48%) 35.90 (-0.28%) 43.50 (+0.69%) 43.50 (+0.69%) 7.00 15.20 (-2.56%) 20.60 (-1.90%) 20.60 (-1.90%)

+IMPARTAIL (Ours) 10 18.40 (-12.38%) 31.50 (-12.50%) 37.30 (-13.66%) 37.30 (-13.66%) 8.30 (+18.57%) 19.80 (+26.92%) 26.10 (+24.29%) 26.10 (+24.29%)

SceneSayerSDE [30] - 21.00 36.40 43.90 44.00 7.40 16.00 21.10 21.10

+IMPARTAIL (Ours) 70 20.60 (-1.90%) 35.90 (-1.37%) 43.80 (-0.23%) 43.80 (-0.45%) 8.20 (+10.81%) 18.90 (+18.12%) 25.60 (+21.33%) 25.60 (+21.33%)

+IMPARTAIL (Ours) 40 21.20 (+0.95%) 36.60 (+0.55%) 44.40 (+1.14%) 44.50 (+1.14%) 7.20 (-2.70%) 16.40 (+2.50%) 22.10 (+4.74%) 22.10 (+4.74%)

+IMPARTAIL (Ours) 10 18.70 (-10.95%) 31.50 (-13.46%) 37.60 (-14.35%) 37.60 (-14.55%) 9.40 (+27.03%) 24.00 (+50.00%) 32.70 (+54.98%) 32.70 (+54.98%)
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6.3. Robust Video Scene Graph Generation355

6.3.1. Findings356

Table 28, Table 29 present the Robustness Evaluation Results for SGCLS and PREDCLS for Scene Graph Generation357

(SGG) under various corruption scenarios. These experiments assess how well models, with and without IMPARTAIL,358

handle different levels of data corruption. The settings include 15 corruption types and three graph-building strategies (With359

Cosntraint, No Constraint, Semi Constraint). Results highlight the impact of IMPARTAIL in improving robustness across these360

scenarios. IMPARTAIL performs best against Fog, Brightness, Saturate and moderate gains under Defocus blur, Gaussian Blur.361

IMPARTAIL shows an average of 25% gains for With Constraint mR@50, 10% gains for No Constraint mR@50.362

6.3.2. Results363

Table 28. Robustness Evaluation Results for SGG.

Severity Mode Corruption Method
With Constraint No Constraint Semi Constraint

mR@10 mR@20 mR@50 R@10 R@20 R@50 mR@10 mR@20 mR@50 mR@10 mR@20 mR@50

3 sgcls

Gaussian Noise
DSGDetr [9] 9.6 10.3 10.3 20.9 25.4 26.8 15.7 19.4 23.4 11.4 15.3 15.7

+IMPARTAIL (Ours) 13.7 (+42.7%) 14.9 (+44.7%) 15.0 (+45.6%) 21.0 (+0.5%) 27.3 (+7.5%) 30.1 (+12.3%) 20.8 (+32.5%) 25.4 (+30.9%) 29.1 (+24.4%) 15.6 (+36.8%) 21.5 (+40.5%) 22.2 (+41.4%)

Shot Noise
DSGDetr [9] 10.0 10.8 10.8 21.9 26.6 28.1 16.6 20.4 26.5 12.1 16.3 16.6

+IMPARTAIL (Ours) 15.0 (+50.0%) 16.5 (+52.8%) 16.5 (+52.8%) 22.6 (+3.2%) 29.4 (+10.5%) 32.6 (+16.0%) 22.4 (+34.9%) 27.3 (+33.8%) 31.0 (+17.0%) 17.2 (+42.1%) 23.3 (+42.9%) 24.2 (+45.8%)

Impulse Noise
DSGDetr [9] 8.7 9.4 9.5 19.2 23.4 24.7 14.4 17.7 23.4 10.4 14.2 14.6

+IMPARTAIL (Ours) 12.4 (+42.5%) 13.7 (+45.7%) 13.7 (+44.2%) 19.4 (+1.0%) 25.3 (+8.1%) 27.9 (+13.0%) 18.5 (+28.5%) 22.8 (+28.8%) 26.2 (+12.0%) 13.9 (+33.7%) 19.2 (+35.2%) 20.1 (+37.7%)

Speckle Noise
DSGDetr [9] 12.6 13.7 13.7 26.2 32.2 34.2 20.3 25.0 32.2 15.0 20.7 21.2

+IMPARTAIL (Ours) 17.6 (+39.7%) 19.3 (+40.9%) 19.3 (+40.9%) 26.4 (+0.8%) 34.5 (+7.1%) 38.4 (+12.3%) 27.1 (+33.5%) 32.6 (+30.4%) 37.3 (+15.8%) 20.4 (+36.0%) 27.8 (+34.3%) 28.9 (+36.3%)

Gaussian Blur
DSGDetr [9] 21.1 22.8 22.8 43.7 53.3 56.5 33.4 41.0 52.3 24.6 33.2 34.0

+IMPARTAIL (Ours) 26.1 (+23.7%) 28.7 (+25.9%) 28.8 (+26.3%) 39.4 (-9.8%) 52.0 (-2.4%) 57.8 (+2.3%) 39.5 (+18.3%) 48.8 (+19.0%) 58.2 (+11.3%) 29.4 (+19.5%) 40.8 (+22.9%) 42.5 (+25.0%)

Defocus Blur
DSGDetr [9] 20.9 22.6 22.6 43.2 52.8 55.9 32.7 40.4 51.7 24.3 32.7 33.5

+IMPARTAIL (Ours) 25.6 (+22.5%) 28.1 (+24.3%) 28.1 (+24.3%) 39.0 (-9.7%) 51.4 (-2.7%) 57.3 (+2.5%) 38.6 (+18.0%) 47.7 (+18.1%) 57.0 (+10.3%) 28.7 (+18.1%) 40.0 (+22.3%) 41.7 (+24.5%)

Fog
DSGDetr [9] 22.6 24.9 24.9 47.8 58.4 62.0 35.5 43.4 54.6 26.6 36.1 37.2

+IMPARTAIL (Ours) 28.3 (+25.2%) 31.8 (+27.7%) 31.9 (+28.1%) 42.6 (-10.9%) 56.0 (-4.1%) 62.1 (+0.2%) 43.8 (+23.4%) 53.0 (+22.1%) 61.7 (+13.0%) 31.8 (+19.5%) 45.7 (+26.6%) 48.2 (+29.6%)

Frost
DSGDetr [9] 16.7 18.5 18.5 34.5 42.3 45.1 26.8 33.0 40.1 19.6 26.8 27.7

+IMPARTAIL (Ours) 22.4 (+34.1%) 25.0 (+35.1%) 25.1 (+35.7%) 31.9 (-7.5%) 42.0 (-0.7%) 47.1 (+4.4%) 34.9 (+30.2%) 42.3 (+28.2%) 48.2 (+20.2%) 25.9 (+32.1%) 36.5 (+36.2%) 38.4 (+38.6%)

Spatter
DSGDetr [9] 18.6 20.3 20.3 41.4 51.0 54.3 29.0 36.5 48.0 21.7 29.3 30.1

+IMPARTAIL (Ours) 24.7 (+32.8%) 27.4 (+35.0%) 27.5 (+35.5%) 38.6 (-6.8%) 50.6 (-0.8%) 56.1 (+3.3%) 37.4 (+29.0%) 46.1 (+26.3%) 55.8 (+16.2%) 27.9 (+28.6%) 39.3 (+34.1%) 41.4 (+37.5%)

Contrast
DSGDetr [9] 20.0 21.8 21.8 42.4 52.2 55.5 31.3 38.6 48.8 23.6 31.9 32.9

+IMPARTAIL (Ours) 24.9 (+24.5%) 27.7 (+27.1%) 27.8 (+27.5%) 36.9 (-13.0%) 49.0 (-6.1%) 54.6 (-1.6%) 37.9 (+21.1%) 46.0 (+19.2%) 54.3 (+11.3%) 27.5 (+16.5%) 38.6 (+21.0%) 40.6 (+23.4%)

Brightness
DSGDetr [9] 23.6 25.7 25.7 50.8 61.9 65.5 36.8 45.4 57.5 27.6 37.5 38.6

+IMPARTAIL (Ours) 29.8 (+26.3%) 33.2 (+29.2%) 33.2 (+29.2%) 45.5 (-10.4%) 59.9 (-3.2%) 66.1 (+0.9%) 45.0 (+22.3%) 55.4 (+22.0%) 65.3 (+13.6%) 33.7 (+22.1%) 48.1 (+28.3%) 50.6 (+31.1%)

Pixelate
DSGDetr [9] 21.6 23.3 23.3 48.1 59.7 63.8 33.5 42.6 56.9 25.4 33.7 34.6

+IMPARTAIL (Ours) 27.7 (+28.2%) 30.5 (+30.9%) 30.5 (+30.9%) 43.8 (-8.9%) 57.7 (-3.4%) 64.1 (+0.5%) 42.5 (+26.9%) 52.8 (+23.9%) 63.1 (+10.9%) 31.4 (+23.6%) 44.5 (+32.0%) 46.7 (+35.0%)

Compression
DSGDetr [9] 19.9 21.5 21.6 45.0 55.7 59.5 31.3 40.1 52.4 23.4 31.2 32.1

+IMPARTAIL (Ours) 26.6 (+33.7%) 29.3 (+36.3%) 29.4 (+36.1%) 41.9 (-6.9%) 55.1 (-1.1%) 61.5 (+3.4%) 40.8 (+30.4%) 50.5 (+25.9%) 60.2 (+14.9%) 29.8 (+27.4%) 42.1 (+34.9%) 44.0 (+37.1%)

Sun Glare
DSGDetr [9] 12.1 13.2 13.2 26.3 32.5 34.7 19.3 24.4 30.2 14.2 19.2 19.6

+IMPARTAIL (Ours) 17.3 (+43.0%) 19.4 (+47.0%) 19.4 (+47.0%) 25.8 (-1.9%) 34.3 (+5.5%) 38.5 (+11.0%) 26.6 (+37.8%) 32.2 (+32.0%) 37.3 (+23.5%) 19.4 (+36.6%) 27.6 (+43.7%) 29.0 (+48.0%)

Dust
DSGDetr [9] 13.2 14.5 14.6 28.5 35.4 37.7 21.5 26.8 34.2 15.4 20.8 21.4

+IMPARTAIL (Ours) 16.6 (+25.8%) 18.6 (+28.3%) 18.6 (+27.4%) 25.1 (-11.9%) 32.9 (-7.1%) 36.8 (-2.4%) 25.9 (+20.5%) 31.0 (+15.7%) 37.0 (+8.2%) 19.1 (+24.0%) 26.3 (+26.4%) 27.4 (+28.0%)

Saturate
DSGDetr [9] 25.9 28.4 28.4 54.6 66.2 69.9 40.7 49.3 62.4 30.6 41.7 42.9

+IMPARTAIL (Ours) 31.5 (+21.6%) 35.1 (+23.6%) 35.2 (+23.9%) 48.8 (-10.6%) 63.8 (-3.6%) 70.4 (+0.7%) 47.4 (+16.5%) 58.4 (+18.5%) 68.8 (+10.3%) 35.7 (+16.7%) 51.0 (+22.3%) 53.5 (+24.7%)
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Table 29. Robustness Evaluation Results for SGG.

Severity Mode Corruption Method
With Constraint No Constraint Semi Constraint

mR@10 mR@20 mR@50 R@10 R@20 R@50 mR@10 mR@20 mR@50 mR@10 mR@20 mR@50

5 predcls

Gaussian Noise
STTran [5] 20.0 22.3 22.4 64.2 87.6 99.0 31.4 52.5 79.7 26.0 36.6 38.5

+IMPARTAIL (Ours) 37.6 (+88.0%) 43.8 (+96.4%) 43.9 (+96.0%) 62.5 (-2.6%) 84.6 (-3.4%) 99.0 (0.0%) 57.5 (+83.1%) 77.7 (+48.0%) 92.7 (+16.3%) 42.2 (+62.3%) 60.0 (+63.9%) 62.9 (+63.4%)

Shot Noise
STTran [5] 20.3 22.8 22.9 64.6 88.0 99.0 32.1 53.4 79.9 26.4 37.1 39.0

+IMPARTAIL (Ours) 37.5 (+84.7%) 43.7 (+91.7%) 43.8 (+91.3%) 62.4 (-3.4%) 84.6 (-3.9%) 99.0 (0.0%) 57.1 (+77.9%) 77.9 (+45.9%) 92.8 (+16.1%) 42.2 (+59.8%) 60.5 (+63.1%) 63.6 (+63.1%)

Impulse Noise
STTran [5] 20.3 22.8 22.9 64.6 88.0 99.0 31.9 52.9 79.8 26.3 37.2 39.1

+IMPARTAIL (Ours) 37.7 (+85.7%) 43.8 (+92.1%) 43.9 (+91.7%) 62.4 (-3.4%) 84.7 (-3.8%) 99.0 (0.0%) 57.4 (+79.9%) 77.7 (+46.9%) 92.6 (+16.0%) 42.0 (+59.7%) 60.1 (+61.6%) 63.1 (+61.4%)

Speckle Noise
STTran [5] 23.1 26.1 26.2 66.8 89.6 99.1 37.1 57.8 80.3 30.2 43.1 45.3

+IMPARTAIL (Ours) 38.8 (+68.0%) 45.5 (+74.3%) 45.5 (+73.7%) 60.2 (-9.9%) 82.9 (-7.5%) 98.4 (-0.7%) 59.4 (+60.1%) 77.8 (+34.6%) 92.5 (+15.2%) 43.6 (+44.4%) 60.7 (+40.8%) 63.1 (+39.3%)

Gaussian Blur
STTran [5] 25.3 28.5 28.6 67.9 89.2 99.0 38.2 57.6 79.9 30.6 43.1 44.9

+IMPARTAIL (Ours) 38.7 (+53.0%) 45.7 (+60.4%) 45.9 (+60.5%) 65.0 (-4.3%) 85.7 (-3.9%) 99.0 (0.0%) 59.5 (+55.8%) 78.1 (+35.6%) 92.5 (+15.8%) 43.0 (+40.5%) 62.0 (+43.9%) 64.5 (+43.7%)

Defocus Blur
STTran [5] 25.8 29.2 29.3 68.4 89.6 99.1 39.0 58.1 80.2 31.4 44.1 46.0

+IMPARTAIL (Ours) 38.9 (+50.8%) 46.0 (+57.5%) 46.2 (+57.7%) 65.2 (-4.7%) 86.0 (-4.0%) 99.0 (-0.1%) 60.0 (+53.8%) 78.5 (+35.1%) 92.8 (+15.7%) 43.6 (+38.9%) 63.2 (+43.3%) 65.9 (+43.3%)

Fog
STTran [5] 26.5 30.2 30.3 70.2 91.1 99.1 41.6 61.0 80.5 33.2 46.8 48.7

+IMPARTAIL (Ours) 42.6 (+60.8%) 50.9 (+68.5%) 51.1 (+68.6%) 64.8 (-7.7%) 86.3 (-5.3%) 98.8 (-0.3%) 63.8 (+53.4%) 80.2 (+31.5%) 92.7 (+15.2%) 46.2 (+39.2%) 65.5 (+40.0%) 68.2 (+40.0%)

Frost
STTran [5] 25.6 29.2 29.2 69.4 90.7 99.1 41.0 60.9 80.5 32.7 46.1 48.0

+IMPARTAIL (Ours) 41.0 (+60.2%) 49.0 (+67.8%) 49.2 (+68.5%) 62.2 (-10.4%) 84.3 (-7.1%) 98.5 (-0.6%) 62.5 (+52.4%) 78.6 (+29.1%) 92.7 (+15.2%) 45.1 (+37.9%) 62.9 (+36.4%) 65.1 (+35.6%)

Spatter
STTran [5] 25.7 29.2 29.3 69.5 91.1 99.2 40.0 60.0 80.3 32.0 45.0 47.0

+IMPARTAIL (Ours) 41.3 (+60.7%) 48.8 (+67.1%) 48.9 (+66.9%) 58.8 (-15.4%) 82.3 (-9.7%) 98.0 (-1.2%) 62.0 (+55.0%) 78.6 (+31.0%) 92.5 (+15.2%) 44.6 (+39.4%) 62.0 (+37.8%) 64.3 (+36.8%)

Contrast
STTran [5] 20.5 22.9 23.0 64.9 87.9 99.0 32.4 53.0 79.6 26.5 36.9 38.5

+IMPARTAIL (Ours) 37.7 (+83.9%) 44.2 (+93.0%) 44.3 (+92.6%) 63.3 (-2.5%) 85.0 (-3.3%) 99.0 (0.0%) 56.4 (+74.1%) 76.0 (+43.4%) 92.0 (+15.6%) 41.2 (+55.5%) 57.6 (+56.1%) 59.6 (+54.8%)

Brightness
STTran [5] 28.2 32.0 32.1 71.3 91.6 99.2 42.8 62.0 80.4 34.5 49.0 51.2

+IMPARTAIL (Ours) 42.3 (+50.0%) 50.4 (+57.5%) 50.5 (+57.3%) 65.9 (-7.6%) 87.2 (-4.8%) 98.9 (-0.3%) 64.0 (+49.5%) 80.8 (+30.3%) 92.8 (+15.4%) 46.9 (+35.9%) 67.8 (+38.4%) 71.0 (+38.7%)

Pixelate
STTran [5] 24.9 27.9 27.9 67.3 89.4 99.1 37.5 57.5 80.0 30.5 42.9 44.9

+IMPARTAIL (Ours) 38.4 (+54.2%) 45.5 (+63.1%) 45.7 (+63.8%) 63.3 (-5.9%) 84.9 (-5.0%) 98.9 (-0.2%) 59.6 (+58.9%) 78.3 (+36.2%) 92.5 (+15.6%) 43.6 (+43.0%) 61.9 (+44.3%) 64.3 (+43.2%)

Compression
STTran [5] 23.0 25.8 25.8 66.0 88.0 99.0 35.0 54.6 79.8 27.8 38.9 40.6

+IMPARTAIL (Ours) 36.4 (+58.3%) 42.2 (+63.6%) 42.3 (+64.0%) 63.8 (-3.3%) 85.1 (-3.3%) 99.0 (0.0%) 54.9 (+56.9%) 75.8 (+38.8%) 92.4 (+15.8%) 41.0 (+47.5%) 58.6 (+50.6%) 61.7 (+52.0%)

Sun Glare
STTran [5] 22.5 25.1 25.2 66.7 89.9 99.1 36.7 56.7 80.0 28.9 40.5 42.3

+IMPARTAIL (Ours) 40.2 (+78.7%) 47.5 (+89.2%) 47.7 (+89.3%) 57.9 (-13.2%) 81.7 (-9.1%) 98.0 (-1.1%) 60.3 (+64.3%) 77.5 (+36.7%) 92.7 (+15.9%) 43.3 (+49.8%) 59.3 (+46.4%) 61.0 (+44.2%)
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6.4. Robust Scene Graph Anticipation364

6.4.1. Findings365

Table 30, present the Robustness Evaluation Results for SGCLS for methods STTran+, DSGDetr+, STTran++, DSGDetr++ for366

Scene Graph Anticipation under various corruption scenarios. The results measure mR@10, mR@20, and mR@50, focusing367

on the impact of IMPARTAIL across different noise types. For Gaussian Noise, STTran++, mR@10 improves from 5.9 to 9.4368

(+59.3%); for DSGDet++, mR@20 improves from 5.7 to 8.8 (+44.4%). However, for STTran+ IMPARTAIL underperforms369

for all metrics. The same can be observed for Dust, Spatter, Frost and Impulse noises; for all other corruptions, IMPARTAIL370

outperforms existing methods with the highest increments seen for STTran++ with an average of 40% higher metrics.371

6.4.2. Results372

Table 30. Robustness Evaluation Results for SGA.

F Mode Corruption Method
With Constraint No Constraint

R@10 R@20 R@50 mR@10 mR@20 mR@50 R@10 R@20 R@50 mR@10 mR@20 mR@50

0.5 sgcls

Gaussian Noise

STTran+ [30] 13.2 13.5 13.5 7.9 8.4 8.4 22.1 27.2 28.7 13.1 18.9 25.7

+IMPARTAIL (Ours) 7.9 (-40.2%) 8.1 (-40.0%) 8.1 (-40.0%) 5.1 (-35.4%) 5.4 (-35.7%) 5.4 (-35.7%) 12.0 (-45.7%) 18.1 (-33.5%) 22.8 (-20.6%) 7.0 (-46.6%) 11.7 (-38.1%) 19.8 (-23.0%)

DSGDetr+ [30] 10.1 10.4 10.4 5.5 5.8 5.8 15.2 21.7 24.4 8.2 13.6 22.2

+IMPARTAIL (Ours) 11.2 (+10.9%) 11.4 (+9.6%) 11.4 (+9.6%) 7.5 (+36.4%) 8.0 (+37.9%) 8.0 (+37.9%) 14.8 (-2.6%) 20.0 (-7.8%) 23.1 (-5.3%) 9.7 (+18.3%) 14.5 (+6.6%) 21.6 (-2.7%)

STTran++ [30] 10.1 10.5 10.5 5.9 6.4 6.4 15.2 21.1 23.6 8.5 13.9 21.4

+IMPARTAIL (Ours) 10.0 (-1.0%) 10.3 (-1.9%) 10.3 (-1.9%) 9.4 (+59.3%) 10.2 (+59.4%) 10.2 (+59.4%) 14.5 (-4.6%) 20.1 (-4.7%) 23.3 (-1.3%) 11.4 (+34.1%) 16.3 (+17.3%) 23.0 (+7.5%)

DSGDetr++ [30] 13.1 13.5 13.5 5.7 6.1 6.1 17.3 22.2 24.7 8.1 14.0 22.6

+IMPARTAIL (Ours) 12.3 (-6.1%) 12.6 (-6.7%) 12.6 (-6.7%) 8.3 (+45.6%) 8.8 (+44.3%) 8.8 (+44.3%) 15.8 (-8.7%) 21.3 (-4.1%) 24.3 (-1.6%) 10.2 (+25.9%) 15.8 (+12.9%) 22.8 (+0.9%)

Shot Noise

STTran+ [30] 10.7 11.1 11.1 5.8 6.2 6.2 16.5 22.8 25.6 8.5 14.2 24.7

+IMPARTAIL (Ours) 8.4 (-21.5%) 8.7 (-21.6%) 8.7 (-21.6%) 5.7 (-1.7%) 6.1 (-1.6%) 6.1 (-1.6%) 12.5 (-24.2%) 18.9 (-17.1%) 23.8 (-7.0%) 7.5 (-11.8%) 12.8 (-9.9%) 20.8 (-15.8%)

DSGDetr+ [30] 10.6 11.0 11.0 5.9 6.2 6.2 15.8 22.7 25.3 8.7 14.0 22.5

+IMPARTAIL (Ours) 11.9 (+12.3%) 12.3 (+11.8%) 12.3 (+11.8%) 8.1 (+37.3%) 8.6 (+38.7%) 8.6 (+38.7%) 15.8 (0.0%) 21.4 (-5.7%) 25.2 (-0.4%) 10.4 (+19.5%) 16.0 (+14.3%) 23.5 (+4.4%)

STTran++ [30] 10.4 10.9 10.9 6.6 7.2 7.2 15.7 21.8 24.1 9.3 14.9 23.1

+IMPARTAIL (Ours) 10.4 (0.0%) 10.7 (-1.8%) 10.7 (-1.8%) 9.3 (+40.9%) 10.0 (+38.9%) 10.0 (+38.9%) 14.9 (-5.1%) 20.6 (-5.5%) 23.9 (-0.8%) 11.4 (+22.6%) 16.9 (+13.4%) 23.5 (+1.7%)

DSGDetr++ [30] 13.7 14.1 14.1 6.3 6.7 6.7 17.7 22.8 25.4 8.7 14.4 22.8

+IMPARTAIL (Ours) 12.7 (-7.3%) 13.1 (-7.1%) 13.1 (-7.1%) 8.4 (+33.3%) 8.8 (+31.3%) 8.8 (+31.3%) 16.4 (-7.3%) 22.2 (-2.6%) 25.3 (-0.4%) 10.3 (+18.4%) 16.3 (+13.2%) 24.1 (+5.7%)

Impulse Noise

STTran+ [30] 9.7 10.2 10.2 5.1 5.6 5.6 14.8 20.0 22.1 7.6 13.4 21.4

+IMPARTAIL (Ours) 7.1 (-26.8%) 7.2 (-29.4%) 7.2 (-29.4%) 4.7 (-7.8%) 4.9 (-12.5%) 4.9 (-12.5%) 10.6 (-28.4%) 15.9 (-20.5%) 19.9 (-10.0%) 6.1 (-19.7%) 10.2 (-23.9%) 17.6 (-17.8%)

DSGDetr+ [30] 10.1 10.5 10.5 5.1 5.6 5.6 14.7 21.0 23.6 7.5 12.7 21.6

+IMPARTAIL (Ours) 9.4 (-6.9%) 9.7 (-7.6%) 9.7 (-7.6%) 6.1 (+19.6%) 6.6 (+17.9%) 6.6 (+17.9%) 12.9 (-12.2%) 17.3 (-17.6%) 20.3 (-14.0%) 8.1 (+8.0%) 12.1 (-4.7%) 19.1 (-11.6%)

STTran++ [30] 10.2 10.6 10.6 5.8 6.3 6.3 15.4 20.9 22.8 8.5 14.1 22.0

+IMPARTAIL (Ours) 10.1 (-1.0%) 10.3 (-2.8%) 10.3 (-2.8%) 8.5 (+46.6%) 8.9 (+41.3%) 8.9 (+41.3%) 14.2 (-7.8%) 19.3 (-7.7%) 22.1 (-3.1%) 10.4 (+22.4%) 15.4 (+9.2%) 21.4 (-2.7%)

DSGDetr++ [30] 13.3 13.7 13.7 5.7 6.1 6.1 17.0 21.7 23.8 8.2 13.5 20.8

+IMPARTAIL (Ours) 12.0 (-9.8%) 12.4 (-9.5%) 12.4 (-9.5%) 7.1 (+24.6%) 7.7 (+26.2%) 7.7 (+26.2%) 15.0 (-11.8%) 20.2 (-6.9%) 22.9 (-3.8%) 9.1 (+11.0%) 14.5 (+7.4%) 21.0 (+1.0%)

Speckle Noise

STTran+ [30] 11.4 11.9 11.9 6.8 7.5 7.5 17.7 24.7 27.6 10.2 17.0 27.8

+IMPARTAIL (Ours) 9.8 (-14.0%) 10.1 (-15.1%) 10.1 (-15.1%) 7.0 (+2.9%) 7.5 (0.0%) 7.5 (0.0%) 14.6 (-17.5%) 21.9 (-11.3%) 27.8 (+0.7%) 9.2 (-9.8%) 15.7 (-7.6%) 24.9 (-10.4%)

DSGDetr+ [30] 12.5 13.2 13.2 7.1 7.8 7.8 18.8 26.8 30.2 10.6 17.5 28.1

+IMPARTAIL (Ours) 13.6 (+8.8%) 13.9 (+5.3%) 13.9 (+5.3%) 9.7 (+36.6%) 10.4 (+33.3%) 10.4 (+33.3%) 18.1 (-3.7%) 24.6 (-8.2%) 28.9 (-4.3%) 12.6 (+18.9%) 19.3 (+10.3%) 28.1 (0.0%)

STTran++ [30] 12.1 12.7 12.7 7.6 8.3 8.3 18.8 26.0 28.7 11.2 17.9 28.3

+IMPARTAIL (Ours) 12.1 (0.0%) 12.5 (-1.6%) 12.5 (-1.6%) 10.5 (+38.2%) 11.3 (+36.1%) 11.3 (+36.1%) 17.1 (-9.0%) 23.4 (-10.0%) 27.4 (-4.5%) 12.8 (+14.3%) 19.1 (+6.7%) 27.7 (-2.1%)

DSGDetr++ [30] 16.1 16.6 16.6 7.5 8.1 8.1 20.9 26.8 29.9 10.5 18.1 28.4

+IMPARTAIL (Ours) 14.5 (-9.9%) 15.1 (-9.0%) 15.1 (-9.0%) 9.9 (+32.0%) 10.9 (+34.6%) 10.9 (+34.6%) 18.6 (-11.0%) 25.4 (-5.2%) 29.6 (-1.0%) 12.3 (+17.1%) 19.9 (+9.9%) 28.9 (+1.8%)

Gaussian Blur

STTran+ [30] 16.1 16.9 16.9 9.6 10.6 10.6 24.5 33.9 38.3 13.7 21.9 37.2

+IMPARTAIL (Ours) 13.7 (-14.9%) 14.2 (-16.0%) 14.2 (-16.0%) 10.5 (+9.4%) 11.1 (+4.7%) 11.1 (+4.7%) 19.9 (-18.8%) 29.7 (-12.4%) 38.0 (-0.8%) 12.9 (-5.8%) 21.0 (-4.1%) 35.9 (-3.5%)

DSGDetr+ [30] 19.1 20.2 20.2 11.1 12.4 12.4 28.1 39.8 44.8 16.4 26.2 42.0

+IMPARTAIL (Ours) 19.6 (+2.6%) 20.2 (0.0%) 20.2 (0.0%) 14.4 (+29.7%) 15.6 (+25.8%) 15.6 (+25.8%) 25.6 (-8.9%) 35.3 (-11.3%) 42.6 (-4.9%) 18.1 (+10.4%) 27.1 (+3.4%) 41.7 (-0.7%)

STTran++ [30] 16.9 17.9 17.9 11.1 12.3 12.3 25.8 35.2 38.6 16.1 24.5 37.8

+IMPARTAIL (Ours) 17.3 (+2.4%) 17.8 (-0.6%) 17.8 (-0.6%) 15.6 (+40.5%) 16.8 (+36.6%) 16.8 (+36.6%) 23.9 (-7.4%) 32.8 (-6.8%) 37.7 (-2.3%) 18.2 (+13.0%) 26.5 (+8.2%) 38.5 (+1.9%)

DSGDetr++ [30] 26.0 27.1 27.1 12.4 13.6 13.6 32.6 41.1 45.5 16.3 26.4 42.4

+IMPARTAIL (Ours) 21.6 (-16.9%) 22.5 (-17.0%) 22.5 (-17.0%) 14.9 (+20.2%) 16.3 (+19.9%) 16.3 (+19.9%) 27.6 (-15.3%) 37.2 (-9.5%) 42.9 (-5.7%) 17.9 (+9.8%) 28.2 (+6.8%) 42.7 (+0.7%)

Defocus Blur

STTran+ [30] 16.4 17.2 17.2 9.7 10.6 10.6 24.5 34.0 38.4 13.5 21.6 36.4

+IMPARTAIL (Ours) 13.7 (-16.5%) 14.2 (-17.4%) 14.2 (-17.4%) 10.3 (+6.2%) 10.9 (+2.8%) 10.9 (+2.8%) 20.0 (-18.4%) 29.9 (-12.1%) 38.2 (-0.5%) 12.6 (-6.7%) 21.0 (-2.8%) 36.3 (-0.3%)

DSGDetr+ [30] 18.8 20.0 20.0 10.8 12.1 12.1 27.6 39.0 44.0 16.0 25.6 41.8

+IMPARTAIL (Ours) 19.6 (+4.3%) 20.2 (+1.0%) 20.2 (+1.0%) 14.3 (+32.4%) 15.6 (+28.9%) 15.6 (+28.9%) 25.6 (-7.2%) 35.4 (-9.2%) 42.7 (-3.0%) 18.0 (+12.5%) 27.0 (+5.5%) 41.8 (0.0%)

STTran++ [30] 17.1 18.0 18.0 11.2 12.2 12.2 25.8 35.0 38.4 15.9 24.1 35.8

+IMPARTAIL (Ours) 17.4 (+1.8%) 17.9 (-0.6%) 17.9 (-0.6%) 15.2 (+35.7%) 16.6 (+36.1%) 16.6 (+36.1%) 23.9 (-7.4%) 32.7 (-6.6%) 37.5 (-2.3%) 17.9 (+12.6%) 26.1 (+8.3%) 38.0 (+6.1%)

DSGDetr++ [30] 25.1 26.2 26.2 12.0 13.1 13.1 31.6 40.0 44.4 15.9 25.6 41.5

+IMPARTAIL (Ours) 22.0 (-12.4%) 22.9 (-12.6%) 22.9 (-12.6%) 14.7 (+22.5%) 16.3 (+24.4%) 16.3 (+24.4%) 28.0 (-11.4%) 37.6 (-6.0%) 43.3 (-2.5%) 17.8 (+11.9%) 28.0 (+9.4%) 43.1 (+3.9%)

Fog

STTran+ [30] 16.9 17.7 17.7 9.8 10.6 10.6 25.9 36.0 40.7 14.2 23.4 38.8

+IMPARTAIL (Ours) 15.4 (-8.9%) 16.0 (-9.6%) 16.0 (-9.6%) 11.4 (+16.3%) 12.2 (+15.1%) 12.2 (+15.1%) 22.2 (-14.3%) 32.5 (-9.7%) 41.5 (+2.0%) 13.9 (-2.1%) 22.6 (-3.4%) 38.1 (-1.8%)

DSGDetr+ [30] 19.7 20.8 20.8 10.8 12.0 12.0 29.0 41.0 46.1 16.2 26.4 42.5

+IMPARTAIL (Ours) 21.6 (+9.6%) 22.3 (+7.2%) 22.3 (+7.2%) 15.2 (+40.7%) 16.6 (+38.3%) 16.6 (+38.3%) 27.7 (-4.5%) 38.1 (-7.1%) 45.6 (-1.1%) 18.8 (+16.0%) 28.7 (+8.7%) 43.2 (+1.6%)

STTran++ [30] 18.1 19.1 19.1 11.7 12.9 12.9 27.4 37.7 41.7 16.9 26.1 39.3

+IMPARTAIL (Ours) 19.1 (+5.5%) 19.8 (+3.7%) 19.8 (+3.7%) 15.8 (+35.0%) 17.4 (+34.9%) 17.4 (+34.9%) 26.2 (-4.4%) 35.8 (-5.0%) 41.3 (-1.0%) 18.8 (+11.2%) 28.1 (+7.7%) 40.2 (+2.3%)

DSGDetr++ [30] 26.5 27.6 27.6 12.7 13.8 13.8 33.2 42.0 46.4 16.6 26.6 42.1

+IMPARTAIL (Ours) 23.8 (-10.2%) 24.7 (-10.5%) 24.7 (-10.5%) 15.8 (+24.4%) 17.4 (+26.1%) 17.4 (+26.1%) 29.9 (-9.9%) 39.9 (-5.0%) 45.9 (-1.1%) 18.9 (+13.9%) 29.9 (+12.4%) 43.0 (+2.1%)

Frost

STTran+ [30] 13.6 14.4 14.4 8.2 9.0 9.0 20.3 28.3 32.2 11.6 18.7 33.4

+IMPARTAIL (Ours) 11.1 (-18.4%) 11.4 (-20.8%) 11.4 (-20.8%) 8.3 (+1.2%) 8.7 (-3.3%) 8.7 (-3.3%) 15.7 (-22.7%) 23.4 (-17.3%) 30.2 (-6.2%) 9.9 (-14.7%) 16.9 (-9.6%) 31.3 (-6.3%)

DSGDetr+ [30] 15.4 16.3 16.3 9.0 9.9 9.9 22.7 32.0 36.2 13.1 21.3 36.0

+IMPARTAIL (Ours) 16.3 (+5.8%) 16.7 (+2.5%) 16.7 (+2.5%) 12.4 (+37.8%) 13.3 (+34.3%) 13.3 (+34.3%) 21.2 (-6.6%) 29.3 (-8.4%) 35.0 (-3.3%) 15.0 (+14.5%) 23.2 (+8.9%) 34.7 (-3.6%)

STTran++ [30] 14.1 14.8 14.8 9.6 10.5 10.5 21.1 29.0 32.1 13.3 20.9 32.4

+IMPARTAIL (Ours) 13.8 (-2.1%) 14.2 (-4.1%) 14.2 (-4.1%) 13.8 (+43.7%) 15.3 (+45.7%) 15.3 (+45.7%) 18.6 (-11.8%) 26.1 (-10.0%) 30.4 (-5.3%) 15.8 (+18.8%) 23.4 (+12.0%) 32.5 (+0.3%)

DSGDetr++ [30] 20.5 21.3 21.3 9.9 10.8 10.8 25.8 32.8 36.7 12.9 21.3 34.4

+IMPARTAIL (Ours) 18.4 (-10.2%) 19.1 (-10.3%) 19.1 (-10.3%) 13.2 (+33.3%) 14.4 (+33.3%) 14.4 (+33.3%) 23.1 (-10.5%) 31.5 (-4.0%) 36.4 (-0.8%) 15.4 (+19.4%) 24.6 (+15.5%) 37.7 (+9.6%)

Spatter

STTran+ [30] 15.6 16.5 16.5 8.5 9.4 9.4 23.6 32.7 36.8 12.3 20.1 35.5

+IMPARTAIL (Ours) 12.9 (-17.3%) 13.4 (-18.8%) 13.4 (-18.8%) 8.5 (0.0%) 8.9 (-5.3%) 8.9 (-5.3%) 18.6 (-21.2%) 28.0 (-14.4%) 36.0 (-2.2%) 10.8 (-12.2%) 18.2 (-9.5%) 33.4 (-5.9%)

DSGDetr+ [30] 18.2 19.3 19.3 9.8 10.9 10.9 26.8 37.8 42.5 14.3 23.6 39.6

+IMPARTAIL (Ours) 20.0 (+9.9%) 20.7 (+7.3%) 20.7 (+7.3%) 12.4 (+26.5%) 13.8 (+26.6%) 13.8 (+26.6%) 25.1 (-6.3%) 34.5 (-8.7%) 41.1 (-3.3%) 15.7 (+9.8%) 24.5 (+3.8%) 38.0 (-4.0%)

STTran++ [30] 16.4 17.3 17.3 10.0 11.1 11.1 24.6 33.6 36.9 14.6 22.3 34.6

+IMPARTAIL (Ours) 16.4 (0.0%) 17.0 (-1.7%) 17.0 (-1.7%) 13.9 (+39.0%) 15.2 (+36.9%) 15.2 (+36.9%) 22.6 (-8.1%) 31.1 (-7.4%) 36.4 (-1.4%) 16.4 (+12.3%) 24.0 (+7.6%) 35.6 (+2.9%)

DSGDetr++ [30] 23.9 24.9 24.9 10.9 11.9 11.9 29.6 37.4 41.4 14.3 23.5 37.8

+IMPARTAIL (Ours) 22.5 (-5.9%) 23.4 (-6.0%) 23.4 (-6.0%) 14.1 (+29.4%) 15.4 (+29.4%) 15.4 (+29.4%) 27.9 (-5.7%) 37.4 (0.0%) 43.0 (+3.9%) 16.8 (+17.5%) 26.8 (+14.0%) 39.8 (+5.3%)

Contrast

STTran+ [30] 14.9 15.6 15.6 8.4 9.1 9.1 22.7 31.5 35.4 12.0 20.0 33.0

+IMPARTAIL (Ours) 12.1 (-18.8%) 12.6 (-19.2%) 12.6 (-19.2%) 9.2 (+9.5%) 9.8 (+7.7%) 9.8 (+7.7%) 17.9 (-21.1%) 27.2 (-13.7%) 35.2 (-0.6%) 11.4 (-5.0%) 19.3 (-3.5%) 34.1 (+3.3%)

DSGDetr+ [30] 17.3 18.2 18.2 9.4 10.2 10.2 25.5 36.4 40.7 13.9 23.1 36.0

+IMPARTAIL (Ours) 19.3 (+11.6%) 19.8 (+8.8%) 19.8 (+8.8%) 13.6 (+44.7%) 14.7 (+44.1%) 14.7 (+44.1%) 24.9 (-2.4%) 34.6 (-4.9%) 41.1 (+1.0%) 16.5 (+18.7%) 25.7 (+11.3%) 38.6 (+7.2%)

STTran++ [30] 15.9 16.8 16.8 10.2 11.3 11.3 24.0 33.2 36.8 14.4 22.9 36.1

+IMPARTAIL (Ours) 16.0 (+0.6%) 16.5 (-1.8%) 16.5 (-1.8%) 13.5 (+32.4%) 14.8 (+31.0%) 14.8 (+31.0%) 21.8 (-9.2%) 30.3 (-8.7%) 35.2 (-4.3%) 16.0 (+11.1%) 23.8 (+3.9%) 33.4 (-7.5%)

DSGDetr++ [30] 23.6 24.6 24.6 11.0 11.9 11.9 29.8 38.0 42.1 14.5 24.0 37.5

+IMPARTAIL (Ours) 20.7 (-12.3%) 21.5 (-12.6%) 21.5 (-12.6%) 14.4 (+30.9%) 15.6 (+31.1%) 15.6 (+31.1%) 26.3 (-11.7%) 35.7 (-6.1%) 41.2 (-2.1%) 16.8 (+15.9%) 26.5 (+10.4%) 38.5 (+2.7%)

Brightness

STTran+ [30] 19.6 20.7 20.7 11.0 12.1 12.1 29.9 41.2 46.4 15.9 26.1 44.1

+IMPARTAIL (Ours) 16.9 (-13.8%) 17.5 (-15.5%) 17.5 (-15.5%) 11.7 (+6.4%) 12.5 (+3.3%) 12.5 (+3.3%) 24.1 (-19.4%) 35.7 (-13.3%) 45.7 (-1.5%) 14.9 (-6.3%) 24.5 (-6.1%) 42.0 (-4.8%)

DSGDetr+ [30] 21.9 23.2 23.2 12.2 13.5 13.5 32.1 45.1 50.5 18.0 29.1 47.1

+IMPARTAIL (Ours) 23.2 (+5.9%) 23.9 (+3.0%) 23.9 (+3.0%) 15.9 (+30.3%) 17.2 (+27.4%) 17.2 (+27.4%) 29.7 (-7.5%) 40.9 (-9.3%) 48.7 (-3.6%) 19.8 (+10.0%) 29.8 (+2.4%) 46.0 (-2.3%)

STTran++ [30] 20.2 21.3 21.3 12.8 14.1 14.1 30.3 41.8 46.0 18.3 28.7 43.9

+IMPARTAIL (Ours) 21.0 (+4.0%) 21.8 (+2.3%) 21.8 (+2.3%) 17.7 (+38.3%) 19.3 (+36.9%) 19.3 (+36.9%) 28.7 (-5.3%) 39.6 (-5.3%) 45.6 (-0.9%) 20.8 (+13.7%) 30.6 (+6.6%) 43.4 (-1.1%)

DSGDetr++ [30] 28.9 30.0 30.0 13.6 14.7 14.7 36.0 45.2 49.6 17.8 29.0 46.3

+IMPARTAIL (Ours) 25.7 (-11.1%) 26.7 (-11.0%) 26.7 (-11.0%) 16.6 (+22.1%) 18.1 (+23.1%) 18.1 (+23.1%) 32.4 (-10.0%) 43.5 (-3.8%) 49.7 (+0.2%) 20.2 (+13.5%) 32.0 (+10.3%) 47.9 (+3.5%)

Pixelate

STTran+ [30] 18.5 19.5 19.5 10.4 11.4 11.4 28.0 38.8 43.8 14.8 24.3 41.5

+IMPARTAIL (Ours) 15.7 (-15.1%) 16.2 (-16.9%) 16.2 (-16.9%) 11.9 (+14.4%) 12.7 (+11.4%) 12.7 (+11.4%) 22.8 (-18.6%) 34.4 (-11.3%) 44.1 (+0.7%) 14.8 (0.0%) 24.4 (+0.4%) 40.8 (-1.7%)

DSGDetr+ [30] 20.9 22.2 22.2 11.6 12.8 12.8 30.9 43.6 49.0 17.2 27.4 45.8

+IMPARTAIL (Ours) 21.9 (+4.8%) 22.7 (+2.3%) 22.7 (+2.3%) 15.7 (+35.3%) 16.9 (+32.0%) 16.9 (+32.0%) 28.5 (-7.8%) 39.8 (-8.7%) 47.7 (-2.7%) 19.1 (+11.0%) 29.4 (+7.3%) 44.2 (-3.5%)

STTran++ [30] 19.3 20.4 20.4 11.9 13.1 13.1 29.2 40.2 44.3 17.2 27.0 41.6

+IMPARTAIL (Ours) 19.4 (+0.5%) 20.1 (-1.5%) 20.1 (-1.5%) 15.8 (+32.8%) 17.5 (+33.6%) 17.5 (+33.6%) 26.2 (-10.3%) 36.9 (-8.2%) 42.8 (-3.4%) 18.5 (+7.6%) 27.9 (+3.3%) 40.8 (-1.9%)

DSGDetr++ [30] 27.2 28.3 28.3 12.6 13.7 13.7 34.0 43.1 47.7 16.2 26.4 43.0

+IMPARTAIL (Ours) 24.0 (-11.8%) 24.9 (-12.0%) 24.9 (-12.0%) 15.6 (+23.8%) 17.1 (+24.8%) 17.1 (+24.8%) 30.7 (-9.7%) 41.4 (-3.9%) 47.3 (-0.8%) 18.8 (+16.0%) 29.9 (+13.3%) 44.6 (+3.7%)

Compression

STTran+ [30] 17.3 18.3 18.3 9.3 10.2 10.2 26.1 36.0 40.6 13.1 21.9 37.5

+IMPARTAIL (Ours) 14.3 (-17.3%) 14.8 (-19.1%) 14.8 (-19.1%) 10.1 (+8.6%) 10.8 (+5.9%) 10.8 (+5.9%) 21.0 (-19.5%) 32.1 (-10.8%) 41.6 (+2.5%) 12.5 (-4.6%) 21.6 (-1.4%) 36.7 (-2.1%)

DSGDetr+ [30] 19.9 21.0 21.0 10.6 11.8 11.8 29.0 41.4 46.6 15.6 25.5 43.6

+IMPARTAIL (Ours) 20.7 (+4.0%) 21.4 (+1.9%) 21.4 (+1.9%) 14.5 (+36.8%) 15.9 (+34.7%) 15.9 (+34.7%) 26.7 (-7.9%) 37.6 (-9.2%) 45.3 (-2.8%) 17.8 (+14.1%) 27.8 (+9.0%) 41.6 (-4.6%)

STTran++ [30] 18.1 19.1 19.1 10.8 12.0 12.0 27.2 37.4 41.2 15.8 24.4 38.5

+IMPARTAIL (Ours) 18.1 (0.0%) 18.7 (-2.1%) 18.7 (-2.1%) 14.5 (+34.3%) 16.0 (+33.3%) 16.0 (+33.3%) 24.6 (-9.6%) 34.2 (-8.6%) 39.7 (-3.6%) 17.4 (+10.1%) 25.7 (+5.3%) 37.1 (-3.6%)

DSGDetr++ [30] 26.0 27.1 27.1 11.5 12.5 12.5 32.6 41.2 45.9 14.9 24.5 40.2

+IMPARTAIL (Ours) 22.9 (-11.9%) 23.9 (-11.8%) 23.9 (-11.8%) 14.5 (+26.1%) 16.0 (+28.0%) 16.0 (+28.0%) 29.2 (-10.4%) 39.3 (-4.6%) 45.2 (-1.5%) 17.4 (+16.8%) 28.3 (+15.5%) 43.0 (+7.0%)

Sun Glare

STTran+ [30] 12.2 12.8 12.8 7.1 7.7 7.7 18.6 26.0 29.5 10.0 16.3 27.1

+IMPARTAIL (Ours) 10.2 (-16.4%) 10.5 (-18.0%) 10.5 (-18.0%) 7.5 (+5.6%) 8.0 (+3.9%) 8.0 (+3.9%) 14.5 (-22.0%) 22.2 (-14.6%) 28.8 (-2.4%) 9.2 (-8.0%) 15.9 (-2.5%) 26.9 (-0.7%)

DSGDetr+ [30] 13.8 14.5 14.5 7.6 8.4 8.4 20.0 29.2 33.1 11.0 18.3 31.0

+IMPARTAIL (Ours) 14.7 (+6.5%) 15.1 (+4.1%) 15.1 (+4.1%) 10.2 (+34.2%) 11.0 (+31.0%) 11.0 (+31.0%) 18.8 (-6.0%) 25.9 (-11.3%) 30.8 (-6.9%) 12.8 (+16.4%) 19.4 (+6.0%) 30.1 (-2.9%)

STTran++ [30] 12.3 13.1 13.1 7.7 8.6 8.6 18.7 26.0 29.0 11.0 17.6 27.2

+IMPARTAIL (Ours) 12.7 (+3.3%) 13.2 (+0.8%) 13.2 (+0.8%) 11.4 (+48.1%) 12.4 (+44.2%) 12.4 (+44.2%) 17.2 (-8.0%) 24.0 (-7.7%) 27.9 (-3.8%) 13.2 (+20.0%) 20.4 (+15.9%) 28.7 (+5.5%)

DSGDetr++ [30] 18.0 18.6 18.6 8.3 8.9 8.9 22.6 28.7 31.9 10.8 18.1 29.1

+IMPARTAIL (Ours) 15.8 (-12.2%) 16.4 (-11.8%) 16.4 (-11.8%) 10.8 (+30.1%) 11.7 (+31.5%) 11.7 (+31.5%) 19.9 (-11.9%) 26.8 (-6.6%) 30.7 (-3.8%) 12.7 (+17.6%) 20.1 (+11.0%) 29.9 (+2.7%)

Dust

STTran+ [30] 12.1 12.7 12.7 7.4 8.0 8.0 18.6 25.7 28.7 10.6 16.8 28.4

+IMPARTAIL (Ours) 9.2 (-24.0%) 9.5 (-25.2%) 9.5 (-25.2%) 7.2 (-2.7%) 7.7 (-3.8%) 7.7 (-3.8%) 13.8 (-25.8%) 21.2 (-17.5%) 27.6 (-3.8%) 9.0 (-15.1%) 15.4 (-8.3%) 26.4 (-7.0%)

DSGDetr+ [30] 13.2 14.0 14.0 7.4 8.1 8.1 19.4 27.8 31.6 10.8 17.8 29.1

+IMPARTAIL (Ours) 13.8 (+4.5%) 14.2 (+1.4%) 14.2 (+1.4%) 10.4 (+40.5%) 11.1 (+37.0%) 11.1 (+37.0%) 18.3 (-5.7%) 25.5 (-8.3%) 30.3 (-4.1%) 12.6 (+16.7%) 19.5 (+9.6%) 30.2 (+3.8%)

STTran++ [30] 12.7 13.4 13.4 8.4 9.3 9.3 19.0 26.2 29.1 11.9 18.4 28.4

+IMPARTAIL (Ours) 12.4 (-2.4%) 12.8 (-4.5%) 12.8 (-4.5%) 10.6 (+26.2%) 11.7 (+25.8%) 11.7 (+25.8%) 17.1 (-10.0%) 23.8 (-9.2%) 27.5 (-5.5%) 12.4 (+4.2%) 18.7 (+1.6%) 25.8 (-9.2%)

DSGDetr++ [30] 16.4 17.1 17.1 8.0 8.7 8.7 20.7 26.8 30.1 10.2 17.4 27.9

+IMPARTAIL (Ours) 15.7 (-4.3%) 16.2 (-5.3%) 16.2 (-5.3%) 11.0 (+37.5%) 12.1 (+39.1%) 12.1 (+39.1%) 19.7 (-4.8%) 26.7 (-0.4%) 30.9 (+2.7%) 13.0 (+27.5%) 20.5 (+17.8%) 29.7 (+6.5%)

Saturate

STTran+ [30] 21.3 22.5 22.5 12.0 13.2 13.2 32.4 44.5 49.9 17.5 28.5 47.5

+IMPARTAIL (Ours) 19.0 (-10.8%) 19.7 (-12.4%) 19.7 (-12.4%) 13.6 (+13.3%) 14.4 (+9.1%) 14.4 (+9.1%) 26.9 (-17.0%) 38.9 (-12.6%) 49.1 (-1.6%) 17.3 (-1.1%) 28.0 (-1.8%) 46.3 (-2.5%)

DSGDetr+ [30] 23.1 24.4 24.4 13.0 14.4 14.4 34.0 47.6 53.4 19.6 31.3 49.3

+IMPARTAIL (Ours) 24.6 (+6.5%) 25.3 (+3.7%) 25.3 (+3.7%) 17.0 (+30.8%) 18.2 (+26.4%) 18.2 (+26.4%) 31.7 (-6.8%) 43.5 (-8.6%) 51.9 (-2.8%) 21.8 (+11.2%) 32.9 (+5.1%) 49.4 (+0.2%)

STTran++ [30] 21.9 23.1 23.1 13.9 15.4 15.4 33.2 45.5 50.0 20.2 31.7 48.1

+IMPARTAIL (Ours) 23.2 (+5.9%) 24.1 (+4.3%) 24.1 (+4.3%) 19.1 (+37.4%) 21.1 (+37.0%) 21.1 (+37.0%) 31.4 (-5.4%) 42.8 (-5.9%) 49.1 (-1.8%) 23.2 (+14.9%) 33.7 (+6.3%) 48.6 (+1.0%)

DSGDetr++ [30] 30.8 32.1 32.1 14.6 15.9 15.9 38.5 48.4 53.1 19.2 31.4 49.0

+IMPARTAIL (Ours) 27.8 (-9.7%) 28.9 (-10.0%) 28.9 (-10.0%) 18.0 (+23.3%) 19.4 (+22.0%) 19.4 (+22.0%) 34.9 (-9.4%) 46.7 (-3.5%) 53.2 (+0.2%) 21.8 (+13.5%) 34.4 (+9.6%) 51.3 (+4.7%)
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[2] Kaidi Cao, Colin Wei, Adrien Gaidon, Nikos Aréchiga, and Tengyu Ma. Learning imbalanced datasets with label-distribution-aware 376

margin loss. In Neural Information Processing Systems, 2019. 3 377

[3] N. Chawla, K. Bowyer, Lawrence O. Hall, and W. Philip Kegelmeyer. Smote: Synthetic minority over-sampling technique. ArXiv, 378

abs/1106.1813, 2002. 3 379

[4] Zuyao Chen, Jinlin Wu, Zhen Lei, Zhaoxiang Zhang, and Changwen Chen. Expanding scene graph boundaries: Fully open-vocabulary 380

scene graph generation via visual-concept alignment and retention, 2023. 2 381

[5] Yuren Cong, Wentong Liao, H. Ackermann, M. Yang, and B. Rosenhahn. Spatial-temporal transformer for dynamic scene graph 382

generation. IEEE International Conference on Computer Vision, 2021. 2, 17, 18, 33 383

[6] Yin Cui, Menglin Jia, Tsung-Yi Lin, Yang Song, and Serge Belongie. Class-balanced loss based on effective number of samples, 2019. 384

3 385

[7] Chris Drummond and Robert C. Holte. C4.5, class imbalance, and cost sensitivity: Why under-sampling beats over-sampling. 2003. 3 386

[8] Jeffrey L. Elman. Learning and development in neural networks: the importance of starting small. Cognition, 48:71–99, 1993. 3 387

[9] Shengyu Feng, Hesham Mostafa, Marcel Nassar, Somdeb Majumdar, and Subarna Tripathi. Exploiting long-term dependencies for 388

generating dynamic scene graphs. IEEE Workshop/Winter Conference on Applications of Computer Vision, 2021. 17, 18, 32 389

[10] Yoav Freund and Robert E. Schapire. A decision-theoretic generalization of on-line learning and an application to boosting. In 390

European Conference on Computational Learning Theory, 1997. 3 391
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