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Appendix

This appendix presents implementation details (§A), sup-
plementary experiments (§B), and additional qualitative re-
sults (§C).

A. Implementation Details

A.1. Architecture

Consistent with the CLIP [25] and OpenCLIP [4] frame-
works, we utilize the ViT-B/16 [8] architecture as the pri-
mary image encoder backbone, paired with a 12-layer trans-
former featuring 512-dimensional embeddings and 8 atten-
tion heads for the text encoder. This appendix also includes
experiments with ViT-S/16, a smaller vision backbone with
384-dimensional embeddings, 12 layers, and 6 attention
heads. Table A1 summarizes the detailed configurations
of both ViT-S/16 and ViT-B/16, including their parameter
counts and architectural specifications for both the vision
and text encoders.

A.2. Pre-training

We provide the detailed pre-training settings for CLIP-PGS
in Table A2. The model is optimized using AdamW [20]
with momentum parameters set to (0.9, 0.98), a learning
rate of 1 × 10−3, and a weight decay of 0.2. A cosine de-
cay schedule [19] with 10,000 warm-up steps is applied.
The training is conducted for 32 epochs with a batch size of
4,096, utilizing an environment of 8 NVIDIA V100 GPUs
(32G). These settings ensure efficient optimization and scal-
ability during pre-training.

Model Embed Vision Transformer Text Transformer # Params (M)
Dim. Layers Width Heads Layers Width Heads Vision Text Total

S/16 384 12 384 6 12 384 6 22 33 55
B/16 512 12 768 12 12 512 8 86 53 141

Table A1. Detailed configuration of encoder architectures, in-
cluding embedding dimensions (Dim.), transformer specifications
for vision and text encoders, and parameter counts.

Config Value
optimizer AdamW [20]
optimizer momentum (0.9, 0.98)
batch size 4,096
learning rate 1e-3
warm-up steps 10,000
schedule cosine decay [19]
weight decay 0.2
training epochs 32
GPU environment 8 NVIDIA V100 GPUs (32G)

Table A2. Pre-training settings of CLIP-PGS.

Dataset Classes Train Size Test Size Evaluation Task
Food101 [1] 101 75,750 25,250 fine-grained recognition
CIFAR10 [16] 10 45,000 10,000 fine-grained recognition
CIFAR100 [16] 100 45,000 10,000 fine-grained recognition
SUN397 [32] 397 - 108,754 scene recognition
Cars [15] 196 8,144 8,041 fine-grained recognition
VOC2007 [9] 20 7,844 14,976 object recognition
Aircraft [21] 100 3,334 3,333 fine-grained recognition
DTD [5] 47 1,880 1,880 texture recognition
OxfordPets [24] 37 2,944 3,669 fine-grained recognition
Caltech101 [10] 102 2,753 6,085 object recognition
Flowers [23] 102 1,020 6,149 fine-grained recognition
STL10 [6] 10 5,000 8,000 object recognition
EuroSAT [11] 10 16,200 5,400 aerial image recognition
RESISC45 [3] 45 18,900 6,300 aerial image recognition
GTSRB [27] 43 26,640 12,630 traffic sign recognition
Country211 [28] 211 31,650 21,100 geo-tagged recognition
PCam [29] 2 262,144 32,768 digital pathology
ImageNet-1K [7] 1000 1,281,167 50,000 fine-grained recognition
ImageNet-V2 [26] 1000 - 10,000 robustness of collocation
ImageNet-A [13] 200 - 7,500 robustness of attack
ImageNet-R [12] 200 - 30,000 robustness of multi-domains
ImageNet-O [13] 200 - 7,500 robustness of attack
ImageNet-Sketch [30] 1000 - 50,889 robustness of sketch domain
MS-COCO [18] - 82,783 5,000 text/image retrieval
Flickr8K [34] - 6,000 1,000 text/image retrieval
Flickr30K [34] - 29,000 1,000 text/image retrieval

Table B3. Overview of downstream datasets, including the num-
ber of classes, training and testing set sizes, and evaluation tasks.

B. Supplementary Experiments

B.1. Downstream Datasets.
Table B3 provides a comprehensive overview of the datasets
utilized in our experiments, detailing the number of classes,
training and testing set sizes, and their corresponding eval-
uation tasks (e.g., recognition, robustness, and retrieval).

B.2. Downstream Evaluation Tasks
In this supplementary material, we expand the evaluation
to include results with ViT-S/16 [8] as the visual backbone,
complementing the main text. We assess the model across
five standard benchmark scenarios: zero-shot classification,
zero-shot text/image retrieval, linear probing, robustness
evaluation, and language compositionality, adhering to es-
tablished evaluation protocols [4, 17, 22, 25]. 1

• Zero-shot classification (Table B4): We evaluate model
generalizability on 17 datasets, including Food101 [1],
CIFAR10 [16], and ImageNet-1K [7]. These benchmarks
assess performance under varying distributional shifts,
highlighting the robustness of our approach.

• Zero-shot retrieval (Table B5): Text-to-image and
image-to-text retrieval tasks are conducted on MS-

1https://github.com/LAION-AI/CLIP_benchmark

https://github.com/LAION-AI/CLIP_benchmark


COCO [18] and Flickr [34]. These benchmarks evaluate
the model’s capability to associate visual and language
representations without additional fine-tuning.

• Linear probing (Table B6): Visual representations are
assessed on ImageNet-1K [7], CIFAR10 [16], and CI-
FAR100 [16] using linear classifiers. Following the clip-
benchmark setup 1, we train for 10 epochs with AdamW
optimizer [20], a 0.1 learning rate, and a batch size of 64.

• Robustness evaluation (Table B7): The model is tested
on ImageNet-1K [7] and out-of-distribution datasets such
as ImageNet-V2 [26], ImageNet-A [13], and ImageNet-
Sketch [30]. This evaluation examines resilience to dis-
tributional shifts.

• Language compositionality (Table B8): Performance on
the SugarCrepe [14] dataset is used to assess adaptabil-
ity to complex language structures, including manipula-
tions of objects, attributes, and relations, showcasing the
model’s precision in aligning visual and linguistic cues.

B.3. Ablation Studies
This section presents an in-depth ablation analysis of the
key design components in CLIP-PGS. Unless otherwise
specified, experiments use ViT-B/16 as the image encoder,
trained on the CC12M dataset [2] for 32 epochs with a batch
size of 4,096. We evaluate performance on diverse down-
stream tasks, including zero-shot classification (ZS), linear
probing (LP), and zero-shot text/image retrieval (TR/IR),
as summarized in Table B9. For edge detection (ED), we
compare the commonly used Sobel operator with the Canny
edge detector to investigate their impact on performance.

C. Additional Qualitative Results
Classification Results. This section highlights the quali-
tative performance of CLIP-PGS in zero-shot classification
and robustness tasks, showcasing its adaptability and gen-
eralization. For zero-shot classification (Fig. C1), exam-
ples from diverse datasets demonstrate the model’s accurate
alignment of visual and textual representations, adapting ef-
fectively to varied categories and contexts. For zero-shot ro-
bustness (Fig. C2), results from robustness-focused datasets
illustrate CLIP-PGS’s resilience in handling distributional
shifts while maintaining high prediction quality.
Retrieval Results. This section evaluates CLIP-PGS on
zero-shot text and image retrieval tasks using the MS-
COCO [18] dataset. For text retrieval (Fig. C3), the model
retrieves highly relevant images for given text queries,
showcasing precise alignment between textual and visual
content. For image retrieval (Fig. C4), CLIP-PGS effec-
tively links input images to their corresponding textual de-
scriptions, demonstrating robust cross-modal associations
even in complex scenarios.
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Figure C1. Visualization of zero-shot classification results. We
provide the top-5 predictions of our proposed CLIP-PGS0.3. The
first two rows report examples from Caltech101 [10], the next two
rows highlight samples from OxfordPets [24], and the final two
rows present results from STL10 [6].
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Figure C2. Visualization of zero-shot robustness results. We
provide the top-5 predictions of our proposed CLIP-PGS0.3. The
first two rows report examples from ImageNet-1K [7], the next
two rows highlight samples from ImageNet-R [12], and the final
two rows present results from ImageNet-O [13].
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CLIP [25] ViT-B/16 42.3 57.7 25.0 44.1 17.0 50.5 1.7 16.5 53.9 73.5 26.0 82.0 18.7 26.5 9.4 4.5 48.0 35.1
FLIP [17] ViT-B/16 39.9 52.8 24.5 42.8 15.9 46.6 1.4 15.9 46.0 70.4 25.3 80.2 17.0 25.8 5.6 4.0 47.1 33.0
A-CLIP [33] ViT-B/16 41.8 61.6 27.1 46.6 16.0 51.1 1.3 17.1 51.2 73.5 25.7 85.8 20.5 29.1 8.0 4.2 50.1 35.9
E-CLIP [31] ViT-B/16 42.1 70.7 32.0 43.9 15.1 43.6 2.2 17.0 55.4 73.7 28.4 85.6 22.9 30.0 9.6 4.7 50.0 36.9
Ours
CLIP-PGS0.5 ViT-B/16 42.8 62.5 35.5 45.5 17.3 50.0 1.9 17.4 55.7 71.8 33.2 88.2 20.5 31.8 10.1 4.7 50.0 37.6
CLIP-PGS0.3 ViT-B/16 46.5 73.5 37.3 47.5 19.9 55.1 3.1 19.8 58.1 72.7 30.7 88.2 22.8 30.4 10.9 4.5 50.8 39.5
CLIP-PGS0.5 ViT-S/16 38.7 58.4 29.0 43.7 12.7 48.0 2.0 17.7 50.6 69.4 26.6 86.4 27.6 25.9 11.2 3.9 56.4 35.8
CLIP-PGS0.3 ViT-S/16 39.1 66.9 30.8 44.0 15.0 47.1 2.7 14.8 54.5 71.8 28.5 88.3 16.6 25.6 7.9 4.3 50.2 35.8

Table B4. Zero-shot classification results. We evaluate performance on 17 diverse classification datasets, reporting both top-1 accuracy
(%) and the overall average. The optimal result is highlighted in bold, and the second-best result is underlined.

Text Retrieval Image Retrieval
Method Image Enc. MS-COCO Flickr8K Flickr30K MS-COCO Flickr8K Flickr30K

R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10
CLIP [25] ViT-B/16 34.6 62.0 72.7 55.7 81.6 89.9 58.5 83.8 89.1 23.5 47.8 59.7 40.5 68.9 80.2 43.2 70.4 80.4
FLIP [17] ViT-B/16 32.6 59.1 70.6 55.0 80.9 88.9 53.8 80.8 88.5 22.6 46.1 58.1 40.3 68.1 78.6 41.5 67.9 77.5
A-CLIP [33] ViT-B/16 33.7 60.2 71.0 53.7 80.1 88.0 55.3 81.4 87.6 23.9 48.3 60.0 40.6 68.9 78.9 43.1 70.1 78.8
E-CLIP [31] ViT-B/16 34.3 62.0 73.3 57.0 82.7 90.1 55.8 84.2 89.6 23.8 48.2 59.8 42.0 69.4 79.6 43.3 70.9 80.2
Ours
CLIP-PGS0.5 ViT-B/16 35.2 61.9 72.8 58.5 83.6 90.6 57.7 82.7 90.4 24.3 48.8 60.5 43.5 70.7 81.0 45.3 72.9 81.2
CLIP-PGS0.3 ViT-B/16 36.0 64.4 74.6 58.3 82.9 90.8 59.9 83.5 90.8 25.1 49.5 61.6 44.4 71.7 81.1 47.1 73.5 82.0
CLIP-PGS0.5 ViT-S/16 31.6 58.1 69.6 53.6 81.5 89.3 53.9 80.0 87.4 22.2 45.6 57.6 39.8 68.1 78.8 41.4 68.2 77.3
CLIP-PGS0.3 ViT-S/16 33.1 60.5 72.4 52.3 80.9 89.7 55.9 80.5 88.1 22.9 46.7 58.6 40.2 68.1 79.4 42.7 69.1 78.0

Table B5. Zero-shot text/image retrieval results. We evaluate performance on the MS-COCO [18], Flickr8k [34], and Flickr30k [34]
datasets, reporting Recall@1 (%, R@1), Recall@5 (%, R@5), and Recall@10 (%, R@10) for both text and image retrieval tasks.

Method Image Enc. CIFAR10 CIFAR100 ImageNet-1K
CLIP [25] ViT-B/16 88.0 67.4 62.3
FLIP [17] ViT-B/16 85.9 65.5 61.3
A-CLIP [33] ViT-B/16 86.4 66.1 62.0
E-CLIP [31] ViT-B/16 89.0 69.7 62.7
Ours
CLIP-PGS0.5 ViT-B/16 89.5 (+0.5) 70.3 (+0.6) 64.2 (+1.5)
CLIP-PGS0.3 ViT-B/16 90.0 (+1.0) 72.3 (+2.6) 64.4 (+1.7)
CLIP-PGS0.5 ViT-S/16 87.7 68.6 62.7
CLIP-PGS0.3 ViT-S/16 88.1 68.7 62.9

Table B6. Linear probing classification results. We evaluate
all models on three common datasets, i.e., CIFAR10 [16], CI-
FAR100 [16], and ImageNet-1K [7], training each for 10 epochs
under a consistent linear training setup. We present top-1 accuracy
(%), with gains over the stronger baseline highlighted in (green).

Text Query: A group of people sitting at a 

table having food.

Image Retrieval Results:

Text Query: A train goes down the side of a 

mountain in the snow. 

Image Retrieval Results:

Text Query: A tennis player serving the tennis 

ball to an opponent. 

Image Retrieval Results:

Text Query: A man and two women standing 

around a wooden table.

Image Retrieval Results:

Text Query: A woman walks past street 

posters and graffiti. 

Image Retrieval Results:

Text Query: An elephant stands in the grass 

staring out.

Image Retrieval Results:

Figure C3. Visualization of zero-shot text retrieval. We provide
the top-3 predictions of our proposed CLIP-PGS0.3. Examples are
from the retrieval dataset MS-COCO [18].



Method Image Enc. ImageNet-1K ImageNet-V2 ImageNet-A ImageNet-R ImageNet-O ImageNet-Sketch Average ID Average OOD Average
CLIP [25] ViT-B/16 36.1 30.7 8.0 47.6 38.4 24.9 31.0 36.1 29.0
FLIP [17] ViT-B/16 34.4 29.5 7.1 41.4 39.5 20.1 28.7 34.4 27.5
A-CLIP [33] ViT-B/16 35.2 30.1 8.1 45.1 39.4 23.7 30.3 35.2 30.3
E-CLIP [31] ViT-B/16 36.3 30.7 8.1 47.9 39.6 25.4 31.3 36.3 30.3
Ours
CLIP-PGS0.5 ViT-B/16 38.0 32.6 9.1 45.1 41.1 23.9 31.6 38.0 30.4
CLIP-PGS0.3 ViT-B/16 38.6 33.1 9.6 48.1 42.6 25.6 32.9 38.6 31.8
CLIP-PGS0.5 ViT-S/16 34.9 29.5 7.4 41.8 40.6 21.4 29.3 34.9 28.1
CLIP-PGS0.3 ViT-S/16 35.4 30.2 7.8 43.5 40.4 22.5 30.0 35.4 28.9

Table B7. Robustness assessment results. We evaluate model robustness on ImageNet-1K [7] and five of its variants [12, 13, 26, 30],
reporting top-1 accuracy (%) along with overall averages for in-distribution (ID) and out-of-distribution (OOD) performance.

Method Image Enc. REPLACE SWAP ADD Average
Object Attribute Relation Object Attribute Object Attribute Object Attribute Relation

CLIP [25] ViT-B/16 85.8 79.2 64.5 61.8 58.7 74.2 68.4 73.7 68.8 64.5
FLIP [17] ViT-B/16 84.1 75.9 66.0 60.2 61.6 71.7 63.2 72.0 66.9 66.0
A-CLIP [33] ViT-B/16 86.6 75.5 63.2 52.4 63.1 71.6 66.8 71.6 68.4 63.2
E-CLIP [31] ViT-B/16 86.9 73.5 60.2 59.4 63.4 73.3 66.8 73.2 68.4 60.2
Ours
CLIP-PGS0.5 ViT-B/16 86.0 77.0 64.6 63.3 65.5 77.3 69.8 75.5 70.8 64.6
CLIP-PGS0.3 ViT-B/16 88.1 76.0 67.9 64.1 66.5 74.2 69.9 75.5 70.8 67.9
CLIP-PGS0.5 ViT-S/16 84.9 76.5 65.4 60.4 65.0 73.6 69.9 73.0 70.5 65.4
CLIP-PGS0.3 ViT-S/16 86.6 77.8 63.9 58.8 63.4 74.9 68.4 73.4 70.2 63.9

Table B8. Language compositionality results. We evaluate the compositionality of vision-language models on the SugarCrepe [14]
dataset, which tests models by generating mismatched captions by replacing, swapping, or adding fine-grained atomic concepts (object,
attribute, and relation). We report Recall@1 (%) and the overall average for each atomic concept.

Method Component ImageNet-1K MS-COCO
MR ED OTN ZS LP TR IR

Baseline
CLIP [25] - - - 36.1 62.3 34.6 23.5
Random Mask
FLIP [17] 0.5 - - 34.4 61.3 32.6 22.6

CLIP-PGS0.5

0.5 ✗ ✗ 35.2 61.9 33.7 22.8
0.5 ✓ ✗ 36.2 62.8 34.1 23.4
0.5 ✓∗ ✗ 35.8 62.7 34.0 23.2
0.5 ✗ ✓ 36.3 62.7 33.9 23.2
0.5 ✓ ✓ 38.0 64.2 35.2 24.3
0.5 ✓∗ ✓ 37.8 64.1 35.1 24.0

CLIP-PGS0.3

[0.3, 0.5] ✗ ✗ 35.9 61.7 33.5 23.0
[0.3, 0.5] ✓ ✗ 36.8 63.2 34.3 24.0
[0.3, 0.5] ✓∗ ✗ 36.7 63.0 34.0 23.9
[0.3, 0.5] ✗ ✓ 36.7 63.0 34.5 23.8
[0.3, 0.5] ✓ ✓ 38.6 64.4 36.0 25.1
[0.3, 0.5] ✓∗ ✓ 38.5 64.4 35.7 24.9

Table B9. Ablation analysis of key components. We present
comprehensive ablation experiments of CLIP-PGS’s components,
covering zero-shot image classification, linear probing, and
text/image retrieval tasks. Here, MR stands for masking ratio,
ED for edge detection, and OTN for optimal transport normal-

ization. ‘*’ denotes the use of the Canny edge detection method,
Sobel is used by default.

Text Retrieval Results:

1. A white horse pulling a carriage 

with a man on it.

2. White horse carrying a man in a 

black buggy.

3. A horse is standing with a black 

carriage.

Image Query: Text Retrieval Results:

1. A cat sitting in a black piece of 

luggage.

2. A grey cat sitting in a large black 

bag.

3. A brown cat sleeping in a black 

piece of luggage.

Image Query:

Text Retrieval Results:

1. A couple of young guys standing 

next to each other in a living room.

2. Two guys standing in a room with 

remotes.

3. A couple of people guys walking 

down a long hall way.

Image Query: Text Retrieval Results:

 1. A double decker bus traveling 

down he street, past a Ferris wheel.

2. A double decker bus on a street 

with a ferris wheel in the background. 

3. The double decker bus drives near 

a Ferris wheel.

Image Query:

Text Retrieval Results:

1. An old monumental building with 

a clock and a statue on its wall.

2. a large building with a clock built 

into the side.

3. An old tower has a clock built into 

it.

Image Query: Text Retrieval Results:

1. A picture of a broken down stop 

sign.

2. A stop sign with a hole in it.

3. A stop sign mounted on a wooden 

pole that has been defaced.

Image Query:

Figure C4. Visualization of zero-shot image retrieval. We pro-
vide the top-3 predictions of our proposed CLIP-PGS0.3. Exam-
ples are from the retrieval dataset MS-COCO [18].
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