Appendix for Bayesian Prompt Flow Learning for Zero-Shot Anomaly Detection

This appendix includes the following five parts: 1) Im-
plementation details of our Bayes-PFL and the introduction
of the state-of-the-art approaches in Section A; 2) Addi-
tional experimental results, including ablation studies, and
further analysis in Section B; 3) Introduction to 15 indus-
trial and medical datasets in Section C; 4) Presentation of
more detailed quantitative and qualitative results in Section
D; 5) Limitations of our method in Section E.

A. Implementation Details and State-of-the-art
Methods

A.1. Implementation Details

Details of the model architecture. In Bayes-PFL, ViT-L-
14-336 pretrained in CLIP [20] is adopted as the default
backbone, with its image encoder consisting of 24 trans-
former layers. Following previous work [5, 6, 26], patch-
level features at equal intervals from the image encoder (i.e.,
the 6th, 12th, 18th, and 24th layers) are extracted for fine-
grained anomaly segmentation. Additionally, all input im-
ages are resized to a fixed resolution of 518 x 518 before
being fed into the image encoder. Prior to obtaining the
patch-level image features F/, a single linear layer with-
out bias is first applied to map the raw patch features into
the joint text-image space. In the prompt flow module, the
flow length K is set to 10 by default. The networks f,, and
fx used to generate the initial distribution’s mean p(£) and
covariance ¥ (&), have the same MLP architecture, as illus-
trated by the prompt flow module in Figure 2 of the main
text. Each network consists of three linear layers, with hid-
den layer dimensions equal to the joint embedding dimen-
sion C. SoftPlus activation function [22] is applied between
every two consecutive layers. In the prompt banks, the num-
ber of learnable prompts in each bank is set to 3. The length
of learnable context vectors P and learnable state vectors ()
are both set to 5. During the auxiliary training and inference
stages, the number of Monte Carlo sampling interations R
is set to 1 and 10, respectively.

Details of sampling with prompt flow module. The
prompt flow module is used to approximate the Bayesian
posterior distribution of the text prompt space using vari-
ational inference. As shown in Algorithm 1, it learns to
map a simple initial distribution g (®g) through a series of
invertible linear transformations to a more complex distri-

Algorithm 1 Sampling with prompt flow module

Input: Condition input &; Two neural networks with the
same architecture f,, and fs; Invertible linear mapping
hi,k =1,2,---, K; Number of Monte Carlo sampling in-
terations R;

Output: Approximate posterior distribution of the prompt
space qi (P ); The sampled prompts p,.,7 = 1,2,--- | R
from the distribution;

1: Generate the mean and covariance of the initial dis-
tribution ¢o(®Py) conditioned on & (&) = fu.(§),
2(€) = fx(&), and let go(Po) = N (n(§), X(§))

2: Perform K invertible linear mappings on the
initial random vector ®; to obtain P =
hg(hk—1(---h1(®o))).  Then the final prompt
distribution g (P ) is acquired from Equation (6) of
the main text.

3: for Interationr =1: R do

Randomly sample ¢, from a standard normal distri-
bution NV(0,I);

5:  Generate the initial sampled prompt using the repa-

rameterization method: p, = u(€) + €, © (&)

6:  Generate the final sampled prompts from ¢ (Px):

¢r = hx(hg-1(---hi(pr)))

7: end for

8: return i (g ), o

bution g (P k) that closely approximates the true posterior.
However, sampling from the distribution using Monte Carlo
methods is a discrete process, which prevents the prompt
flow module from optimizing its parameters through back-
propagation. Therefore, reparameterization technique [15]
is used, where two neural networks, f, and fx, gener-
ate the mean p(€) and covariance (&) of the initial nor-
mal distribution conditioned on &, respectively. The sym-
bol £ represents either global image features or learnable
free vectors. A single sample from the initial distribution
is then acquired by computing: p, = p(€) + €. © %(€),
where €, is obtained by randomly sampling from a stan-
dard normal distribution. The final sample ¢, can be ob-
tained through K invertible linear transformations as fol-
lows: ¢ = hg(hg—1(---h1(pr))),r=1,2,-+ , R.

Details of training and inference. We conduct experi-



ments using seven datasets from the industrial domain and
eight datasets from the medical domain. The industrial
dataset VisA [27] is used as an auxiliary training set to fine-
tune our Bayes-PFL. The resulting weights are directly ap-
plied to test on other industrial and medical datasets in a
zero-shot manner. For VisA, the industrial dataset MV Tec-
AD [2] is adopted as the auxiliary training set. For the ef-
ficiency in auxiliary training phase, a single Monte Carlo
sampling (i.e. R = 1) is used and the corresponding text
embeddings are denoted as Z} |,b = 1,2,..., B. Ateach
training step, we randomly select one from the B text em-
beddings to align with the image features. The final ZSAD
result for each dataset is obtained by averaging the metrics
of all categories contained within it. Note that during train-
ing, both the vanilla image and text encoders of CLIP are
frozen, and only the parameters in newly added modules
(e.g. the RCA module) are updated. This allows all of our
experiments to be conducted on a single NVIDIA GeForce
RTX 3090 with 24GB GPU memory. The optimizer used
in the experiments is Adam [16], with an initial learning
rate of 0.0001 and a batch size of 32, trained for 20 epochs.
Five rounds of experiments are conducted using different
random seeds, and the results are averaged to reduce exper-
imental bias.

During the inference stage, R = 10 Monte Carlo sam-
ples are taken, and the corresponding text embeddings are
denoted as Zj ,,b = 1,2,--- ,B,r = 1,2,..., R. These
B x R text embeddings are each aligned with the image fea-
tures, and the resulting anomaly maps and anomaly scores
are simply integrated using averaging operation to obtain
the final results. Note that when aligning with the patch-
level features, we additionally employ the proposed RCA
module to refine the text embeddings to FZ’T

Details of the loss function. In Equation (14) of the
main text, we state that the auxiliary training loss is de-
rived as the sum of the orthogonal loss L, and the prompt
flow loss £,,. For L,,, it enforces the diversity of different
prompts in the prompt banks through orthogonal constraints
and can be easily computed from Equation (13) in the main
text. Here, we provide a further explanation of £,, as intro-
duced in Equation (7) of the main text. For convenience of
explanation, we copy it from the main text below:

K
Ly = Eygy(ay) |108q0(P0) — Zlog 1+ uf ¢(®)]
k=1

= Ego(@0)[108P(Px)] = Ego(a) [log p(D[®x)] (A1)

where p = N(0,I) and ¢o = N (u(€),%(&)). The first
two items can be easily obtained by calculating the log-
likelihood for different sampled prompts under the assump-
tion of a normal distribution. They ensure that the complex
prompt distribution gx (P ) can be computed using a sim-
ple normal distribution g (®). For the third item, the goal

is to maximize the log-likelihood of the auxiliary training
data. This is approximated as the sum of the classification
loss L5 and the segmentation loss L4t

_qu(q’o)[logp(DkI)K)} = [’cls + £seg
= ACcls + (‘Cfocal + ‘Cdice) (Az)

where L. is a simple cross-entropy loss for classifica-
tion. For L,.4, the sum of the Focal Loss Locq: [21] and
Dice Loss Lgice [17] for semantic segmentation is adopted.
Specifically, the Focal Loss is to tackle the class imbalance
between the background and anomalous regions, such as in
the VisA [27] dataset, where the anomalous regions are sig-
nificantly smaller than the background. It is computed as:

N
1
Local = N E (1 —p;)7 log(ps) (A3)
i—1

where N is the number of pixels, p; is the probability pre-
dicted for the correct class. The symbol ~ is the focal fac-
tor, which adjusts the loss for easy and hard samples, and
is set to 2 in this paper. Dice Loss quantifies the overlap
between the predicted region and the ground truth, enabling
the model to focus more on the anomalous areas. It is cal-
culated as follows:

. 2 ZL Vil
where y; and g; represent the true label and predicted prob-
ability of the i-th pixel in the image, respectively.

A.2. State-of-the-art Methods

e WinCLIP [12] is one of the earliest works based on CLIP
for the ZSAD task. Since the vanilla CLIP does not
align text with fine-grained image features during pre-
training, it addresses this limitation by dividing the input
image into multiple sub-images using windows of varying
scales. The final anomaly segmentation results are de-
rived by harmoniously aggregating the classification out-
comes of sub-images corresponding to the same spatial
locations. In addition, a two-class text prompt design
method, named Compositional Prompt Ensemble, is pro-
posed and has been widely adopted in subsequent works.

* APRIL-GAN [6] adopts the handcrafted textual prompt
design strategy from WinCLIP. However, for aligning tex-
tual and visual features, it introduces a linear adapter layer
to project fine-grained patch features into a joint embed-
ding space. After training on an auxiliary dataset, it can
directly generalize to novel categories.

* CLIP-AD [7] builds upon the modality alignment de-
sign of APRIL-GAN, continuing to use a linear adapter
to project patch-level image features. The key difference
is that it incorporates a feature surgery strategy to further
address the issues of opposite predictions and irrelevant
highlights.

£dice =1 (A4)
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Figure A.1. Absolute performance improvement of our prompt-flow-based distribution modeling over Gaussian modeling in ZSAD. (a)
Improvement of image-level metrics. (b) Improvement of pixel-level metrics. All values being positive indicates that our prompt-flow-
based distribution outperforms the Gaussian distribution in the text prompt space.

Table A.1. The ZSAD performance when the single prompt (SP)
and prompt ensemble (PE) are applied separately to the training
and inference stages of the APRIL-GAN [6]. The best results are
shown in bold.

Training  Inference Image-level Pixel-level

SP PE SP PE AUROC AP AUROC AP

81.7 91.6 86.8 37.4
85.9 93.0 87.1 37.6
81.8 91.6 86.9 40.5
86.1 93.5 87.6 40.8

x x < X
LR % %
x R x
N x R x

e AnomalyCLIP [26] employs a prompt-optimization-
based text design strategy. By training on an auxiliary
dataset, it learns object-agnostic text prompts that can be
directly transferred to unseen object categories.

e AdaCLIP [5] introduces a hybrid prompt mechanism that
integrates both dynamic and static prompts, embedding
them into the text and image encoder layers. By incor-
porating visual prompts, the output text embeddings are
able to dynamically adapt to the input image, thereby en-
hancing generalization performance.

Since the official code for WinCLIP has not been re-
leased, we use the reproduced code from [26]. For APRIL-
GAN, CLIP-AD, AnomalyCLIP, and AdaCLIP, we re-
trained the models using the official code, maintaining the
same backbone, input image resolution, and experimental
settings (training on the VisA dataset and testing on other
datasets) as those used in our Bayes-PFL. This ensures the
fairness of the comparison between our Bayes-PFL and
other state-of-the-art (SOTA) methods.

B. Additional Results and Analysis
B.1. Motivation

In Bayes-PFL, the text prompt space is modeled as a learn-
able distribution, and Monte Carlo sampling is used to sam-
ple from it to cover the prompt space. A key question
arises: what motivates this approach? Our idea origi-
nally stemmed from the observation of using different types
of manually designed prompts in the training and inference
stages of APRIL-GAN [6]: single prompt (SP) or prompt
ensemble (PE). For SP, the input text prompts are fixed,
designed as a photo of a perfect [class] and a photo of a
damaged [class] for normal and abnormal cases, respec-
tively. For PE, the prompt templates and state words from
the original paper are utilized to generate a large number of
text prompts through combinations, as detailed in Section
2.2 of the main text. The experimental results, presented in
Table A.1, reveal that using SP during both training and in-
ference yields the worst ZSAD performance. Additionally,
employing PE consistently outperforms the cases where it
is not used, demonstrating its effectiveness.

This inspires us that: 1) using a single, fixed text
prompt during training and inference hinders the model’s
generalization to novel categories; and 2) a richer and more
diverse text prompt space can improve the model’s ZSAD
performance through the ensemble strategy. However, the
number of manually designed text prompts is inherently
limited, and their creation relies on expert knowledge, of-
ten requiring extensive trial and error. This observation
motivates us to enhance the model’s generalization perfor-
mance on novel categories by learning a distribution over
the prompt space, rather than relying solely on manually
crafted prompts.
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Figure A.2. (a) Ablation on the number of learnable prompts in each prompt bank B. (b) Ablation on the length of flow in the prompt flow
module K. (c) Ablation on the length of learnable context vectors P. (d) Ablation on the length of learnable state vectors (). Pixel/image-
level (PRO, AP) performances are shown on the left and right sides of each subplot, respectively.

B.2. Comparison of Different Distribution Types in
the Text Prompt Sapce

In Bayes-PFL, the prompt flow module is designed to
approximate the true posterior distribution of the prompt
space. Specifically, Image-specific distribution (ISD) and
Image-agnostic distribution (IAD) are used to model the
context and state text prompt spaces, respectively. This de-
sign shifts the focus away from the specific form of the dis-
tribution, allowing us to directly learn how to transform a
simple normal distribution into the target distribution in a
data-driven manner using the auxiliary dataset.

Is the distribution based on prompt flow better than
other fixed-form distributions (e.g. Gaussian distribu-
tions)? To investigate this, we model the text prompt space
as a Gaussian distribution and compare it with our prompt-
flow-based method. Specifically, the invertible linear trans-
formation layer hj in the prompt flow module is removed,
and the initial distribution g = N (p(&), X(€)) is directly
used as the variational distribution to approximate the true
posterior distribution of the prompt space. By substituting
qo for gy in Equation (5) of the main text, the new loss,
which replaces £, is computed as:

L, = Dkgo(®)[[p(®)] — Eyo(a)[log p(D[2)]  (A.5)
where D 1 denotes Kullback-Leibler divergence. The sec-
ond term of Equation (A.5) is still approximated by the sum
of classification and segmentation losses, which is similar
to Bayes-PFL.

Figure A.1 illustrates the absolute performance improve-

ment of our prompt-flow-based distribution modeling over
Gaussian modeling in the text prompt space. Seven differ-
ent datasets from industrial or medical domains are used to
evaluate the two distinct distribution types. It can be ob-
served that the image-level and pixel-level metrics across
all datasets are positive, indicating that our method outper-
forms Gaussian modeling. This is attributed to our Bayes-
PFL’s ability to adaptively learn arbitrary complex distribu-
tions for the prompt space, rather than being constrained to
a fixed Gaussian distribution.

B.3. Additional Ablations

In this subsection, we perform additional ablation studies
on hyperparameters as well as backbone and resolution set-
tings.

Ablation on hyperparameters. As shown in Figure
A.2, ablation experiments on hyperparameters are con-
ducted on the MVTec-AD and VisA datasets, including (a)
the number of learnable prompts in each prompt bank B,
(b) the length of the flow in the prompt flow module K, (c)
the length of learnable context vectors P, and (d) the length
of learnable state vectors Q).

As observed in Figure A.2(a), the model achieves op-
timal ZSAD performance when the number of learnable
prompts in the prompt bank is set to 3. This is because
our auxiliary training data is relatively simple. Under the
orthogonal loss constraint, three distinct learnable prompts,
when fused with the distribution sampling results, are suf-
ficient to capture anomalous semantics in the training set
and generalize to novel categories. Figure A.2(b) demon-



Table A.2. Ablation on different bankbone and input image size.

Image-level Pixel-level
AUROC AP AUROC AP

ViT-B-16-224 3362 87.0 93.6 90.7 39.9
ViT-L-14-224 3362 92.1 96.0 91.6 44.1
ViT-L-14-224 5182 89.7 95.3 91.5 44.6
ViT-L-14-336 3362 91.7 96.2 90.9 44.1
ViT-L-14-336 5182 923 96.7 91.8 48.3
ViT-L-14-336 7002 90.1 94.3 90.2 46.4

Backbone Size

strates that the model attains the highest pixel-level PRO
and image-level AP when the length of the prompt flow, K,
is set to 10 across both datasets. A flow that is too short
fails to map the initial distribution to the approximate pos-
terior of the prompt space. Conversely, when K becomes
too large, the generalization performance declines. This is
due to the increased number of invertible linear transforma-
tions, leading to an overly complex learned prompt distri-
bution that hinders transferability to new data domains. For
the learnable context vector length P in Figure A.2(c) and
the state vector length @) in Figure A.2(d), the model’s per-
formance first improves and then declines, with optimal per-
formance observed when the length is set to 5. These learn-
able vectors function as biases when fused with the prompts
sampled from the distribution, making the final generated
prompts closer to the true word embedding space. A small
vector length is insufficient to capture the semantics of con-
text and state, while a large length introduces redundant in-
formation, which also hinders generalization.

Influence of different backbones and resolutions. In
Table A.2, we analyze the effect of various pre-trained CLIP
backbones and input image resolutions on the model’s per-
formance. The results indicate that larger backbones and
appropriately higher input resolutions lead to more precise
pixel-level segmentation. Notably, the ViT-L-14-336 back-
bone achieves the best ZSAD performance when the input
image resolution is set to 5182. Consequently, we adopt this
configuration as the default setting for our experiments. To
ensure a fair comparison, we maintain consistent settings
for other methods, including [5-7, 26].

B.4. Additional Analysis

In this subsection, we evaluate the generalization perfor-
mance and inference efficiency of various models. Further-
more, the text embedding is visualized to provide deeper
insights into the proposed Bayes-PFL.

Analysis of generalization performance. In Section
4.2 of the main text, we compared the ZSAD performance
of two improved methods, APRIL-GAN+ and Anomaly-
CLIP+, as well as our Bayes-PFL, across different training
epochs. Experimental results show that the pixel-level AP
of APRIL-GAN+ and AnomalyCLIP+ on the test set de-

Table A.3. Comparison of average inference time and maximum
GPU cost on MVTec-AD. The best results are shown in bold.

Image-level Pixel-level GPU Time
AUROC AP  AUROC Ap  0st(GB) (ms)

WinCLIP 91.8 95.1 85.1 18.0 2.0 840.0
APRIL-GAN 86.1 93.5 87.6 40.8 33 105.0

Method

CLIP-AD 89.8 95.3 89.8 40.0 34 115.2
AnomalyCLIP  91.5 96.2 91.1 34.5 2.7 131.2
AdaCLIP 92.0 96.4 86.8 38.1 33 183.4

Bayes-PFL 92.3 96.7 91.8 48.3 33 388.5

clines after reaching its peak. Here, we further investigate
this phenomenon.

Figure A.3 shows the changes in both loss and pixel-
level AP during the training and inference stages across dif-
ferent training epochs. APRIL-GAN+ and AnomalyCLIP+
demonstrate a consistent decrease in training loss, while the
test loss decreases initially and then increases. In the train-
ing set, the AP steadily improves, whereas in the test set,
the AP rises to a peak before exhibiting a downward trend.
These trends suggest that both models gradually overfit the
auxiliary training data, resulting in reduced generalization
performance on unseen categories. In contrast, Bayes-PFL
shows a gradually decreasing trend in test loss, with AP
slowly increasing and eventually stabilizing during the in-
ference stage. This indicates that our text prompt distribu-
tional strategy effectively mitigates overfitting to the train-
ing data, resulting in stronger zero-shot transfer capabilities.

Analysis of inference efficiency. Table A.3 compares
the ZSAD performance of different methods, along with the
maximum GPU consumption per image during inference
and the average inference time per image on the MVTec-
AD dataset. The proposed Bayes-PFL achieves faster in-
ference speed than WinCLIP [12], but is slower than other
methods. This is primarily due to the additional time re-
quired for sampling multiple text prompts from the distribu-
tion and performing inference. However, the ZSAD perfor-
mance of Bayes-PFL significantly outperforms other meth-
ods, and this trade-off between inference speed and perfor-
mance is deemed acceptable given its stronger generaliza-
tion capability. Moreover, compared to APRIL-GAN and
AdaCLIP, Bayes-PFL does not incur additional GPU mem-
ory consumption. This is because it avoids storing fixed text
embeddings for all categories in memory, instead dynami-
cally updating them based on the input image. The dynamic
adjustment of text based on the input image enhances the
model’s anomaly detection capability for unseen categories
to some extent.

Analysis of the text embedding space. In Bayes-PFL,
we utilize the Image-Specific Distribution (ISD) and the
Image-Agnostic Distribution (IAD) to model context words
and state words in the text prompt space, respectively.
Therefore, direct visualization of the prompt space is chal-
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Figure A.4. The t-SNE visualization of text embeddings with two
Monte Carlo samplings on the MVTec-AD dataset. (a) The first
sampling. (b) The second sampling.

lenging. To address this, we employ t-SNE for dimensional-
ity reduction to visualize the output of the text encoder, i.e.,
the text embeddings Z; . . Figure A.4 presents the visualiza-
tion results of text emk;eddings corresponding to abnormal
prompts under two Monte Carlo sampling instances on the
MVTec-AD dataset. Note that due to the introduction of
ISD, each test image corresponds to a single data point in
the picture. Two phenomena can be observed: 1) Text em-
beddings of the same category are clustered together, but
differences still exist among individual image; 2) Differ-
ent Monte Carlo sampling instances lead to corresponding
changes in the text embeddings.

These observations align with our expectations. First,
the introduction of visual features in ISD results in distinct
prompt distributions for each test image, leading to differ-
ences in the text embeddings of individuals from the same
category. However, due to the effective integration of vi-
sual semantics into the text prompts, text embeddings of
the same category exhibit commonalities, causing them to
cluster together. Second, the purpose of sampling from dif-
ferent distributions is to cover the prompt space as com-

prehensively as possible, thereby enhancing the generaliza-
tion capability of the prompts for unseen categories. Con-
sequently, different Monte Carlo sampling instances con-
tribute to more diverse and enriched text embeddings, which
improves the ZSAD performance.

C. Datasets

In this section, we provide a brief introduction to the 15
datasets used in this work.

C.1. Industrial Domain

* MVTec-AD [2] is specifically designed for industrial
anomaly detection, consisting of 15 different categories
(e.g., bottle, wood). In this work, we use only its labeled
test set, which includes 467 normal images and 1,258
anomalous images. It also includes data from both texture
and object types, making it more comprehensive, and is
widely used in our ablation experiments.

* VisA [27] is a challenging industrial dataset that includes

12 categories (e.g., candle, capsules), all of which are ob-

ject types. Its test set contains 962 normal images and

1,200 anomalous images, and is primarily used for aux-

iliary training in this study. Due to the small size of the

anomalous regions relative to the background, it presents

a significant challenge for both pixel-level classification

and image-level segmentation.

BTAD [18] includes three categories, all of which are

object types, with resolutions ranging from 600 to 1600.

The dataset contains 451 normal images and 290 anoma-

lous images, used to evaluate the ZSAD performance.

KSDD?2 [4] is a dataset designed for industrial defect de-

tection. It includes 2,085 normal images and 246 abnor-

mal images in the original training set, as well as 894

normal images and 110 abnormal images in the original

test set. The image dimensions are similar, approximately

230 pixels in width and 630 pixels in height. In this work,

we reconstruct the dataset for ZSAD. Specifically, all 356



abnormal images from the original training and test sets,
along with an equal number of randomly selected nor-
mal images, are combined to form a new dataset. Note
that this differs from the dataset processing approach in
VCP-CLIP [19], where only all anomalous samples from
the test set are used for zero-shot anomaly segmentation
evaluation.

« RSDD [25] is a dataset for rail surface defect detection,
consisting of two categories, both of which are object
types. Its original dataset contains a total of 195 high-
resolution abnormal images. To adapt it for the ZSAD
task, the original images are cropped to generate 387 nor-
mal images and 387 abnormal images, each with a resolu-
tion of 512 x 512. Note that this differs from the dataset
processing approach in VCP-CLIP [19], where only all
anomalous samples from the test set are used for zero-
shot anomaly segmentation evaluation.

* DAGM [9] is a texture dataset designed for weakly su-
pervised anomaly detection, consisting of 10 categories.
It contains 6,996 normal images and 1,054 abnormal im-
ages. Since the original pixel-level annotations are weak
labels in the form of ellipses, we manually re-annotate the
DAGM dataset for anomaly segmentation.

¢ DTD-Synthetic [1] is a synthetic dataset designed for
texture anomaly detection, comprising 12 categories. It
contains 357 normal images and 947 anomalous images.

C.2. Medical Domain

e HeadCT [23] is a dataset for head CT scan analysis, con-
taining images of brain scans with various conditions,
such as hemorrhages and tumors, intended for anomaly
detection. It includes a total of 100 normal images and
100 anomalous images, with image-level labels only.
Therefore, it is used exclusively for the anomaly classi-
fication task. In this work, we directly adopt the dataset
curated by AdaCLIP [5].

e BrainMRI [14] is a dataset for brain MRI analysis, com-
prising images of both healthy and abnormal brain scans,
including conditions like tumors and lesions. It contains
98 anomalous images and 155 normal images, with only
image-level labels. In this work, we directly adopt the
dataset curated by AdaCLIP [5].

e Br35H [10] is a dataset for brain tumor detection in MRI
images, containing 1500 normal images and 1500 anoma-
lous images. Since it only provides image-level labels,
it is used solely for anomaly classification task. In this
work, we directly adopt the dataset curated by AdaCLIP
[5].

e ISIC [8] is a dataset for skin lesion analysis in endoscopy
images, containing a large collection of dermoscopic im-
ages, each labeled as either melanoma or non-melanoma
lesions. It includes 379 anomalous images with pixel-
level annotations, making it suitable only for anomaly

segmentation task. In this work, we directly adopt the
dataset curated by AdaCLIP [5].

¢ CVC-ColonDB [24] is a dataset for colorectal cancer de-
tection in endoscopy images, containing colonoscopy im-
ages with labeled polyps. It includes a total of 380 anoma-
lous images for colon polyp detection, with pixel-level
annotations. Consequently, it is used for anomaly seg-
mentation tasks in the medical domain in this work. In
this work, we directly adopt the dataset curated by Ada-
CLIP [5].

¢ CVC-ClinicDB [3] is similar to CVC-ColonDB, con-
taining 612 anomalous images with pixel-level annota-
tions. Therefore, it is also used exclusively for anomaly
segmentation tasks. In this work, we directly adopt the
dataset curated by AdaCLIP [5].

e Endo [11] is another dataset similar to CVC-ColonDB,
comprising 200 anomalous images with pixel-level an-
notations. While it is also used for colon polyp detec-
tion, differences in image acquisition devices and envi-
ronments introduce a certain domain gap compared to
other datasets. In this work, we directly adopt the dataset
curated by AnomalyCLIP [26].

» Kvasir [13] is a larger medical dataset used for colon
polyp detection in endoscopy images. It contains 1,000
anomalous images with pixel-level annotations and is
used for anomaly segmentation task in the medical do-
main in this work. In this work, we directly adopt the
dataset curated by AnomalyCLIP [26].

D. Detailed ZSAD results

In Tables A.4 to A.9, we present the detailed quantitative re-
sults for each specific category of the MVTec-AD and VisA
datasets. In Figures A.5 to A.34, we provide more extensive
qualitative results for various categories across different in-
dustrial and medical datasets.

E. Limitations

Our Bayes-PFL has already demonstrated the state-of-
the-art ZSAD performance on 15 industrial and medical
datasets. However, it still faces several limitations in prac-
tical applications: 1) During the inference stage, sampling
from the learned prompt distribution incurs additional time
overhead, hindering the model’s ability to achieve optimal
inference efficiency; 2) The vision-language model CLIP
used in this study has limited capacity to understand textual
information and extract fine-grained image features. In fu-
ture work, we plan to investigate alternative vision-language
models that may be better suited for fine-grained anomaly
detection task.



Table A.4. Comparison of different categories in terms of pixel-level AUROC. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP  AdaCLIP Bayes-PFL
bottle 89.5 83.5 91.2 90.4 83.8 94.0
cable 71.0 722 76.2 78.9 85.6 78.4
capsule 86.9 92.0 95.1 95.8 86.2 96.4
carpet 95.4 98.4 99.1 98.8 94.8 99.6
grid 822 95.8 96.3 97.3 90.6 98.2
hazelnut 94.3 96.1 97.2 97.2 98.7 97.3
leather 96.7 99.1 99.3 98.6 97.8 99.6
metal_nut 61.0 65.5 58.9 74.6 55.4 71.5
MVTec-AD pill 80.0 762 837 918 775 89.1
screw 89.6 97.8 98.7 97.5 99.2 98.4
tile 71.6 92.7 94.5 94.7 83.9 92.8
toothbrush 86.9 95.8 92.7 91.9 93.4 93.7
transistor 74.7 62.4 75.5 70.8 71.4 67.5
wood 93.4 95.8 96.9 96.4 91.2 97.1
zipper 91.6 91.1 92.8 91.2 91.8 97.4
mean 85.1 87.6 89.8 91.1 86.8 91.8
candle 88.9 97.8 98.7 98.8 98.6 99.2
capsules 81.6 97.5 97.4 94.9 96.1 98.7
cashew 84.7 86.0 91.4 93.7 97.2 91.6
chewinggum 93.3 99.5 99.2 99.2 99.2 99.6
fryum 88.5 92.0 93.0 94.6 93.6 94.7
macaronil 70.9 98.8 98.7 98.3 98.8 99.3
VisA macaroni2 59.3 97.8 97.6 97.6 98.2 98.3
pebl 61.2 92.7 92.6 94.0 90.7 93.8
pcb2 71.6 89.8 91.0 92.4 91.3 92.4
pcb3 85.3 88.4 87.5 88.3 87.7 88.4
pcb4d 94.4 94.6 95.9 95.7 94.6 95.3
pipe_fryum 75.4 96.0 96.9 98.2 95.7 95.4
mean 79.6 94.2 95.0 95.5 95.1 95.6

Table A.5. Comparison of different categories in terms of image-level AUROC. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP ~ AdaCLIP Bayes-PFL
bottle 99.2 92.0 96.4 88.7 95.6 95.6
cable 86.5 88.2 80.4 70.3 79.0 81.5
capsule 729 79.8 82.8 89.5 89.3 924
carpet 100.0 99.4 99.5 99.9 100.0 100
grid 98.8 86.2 94.1 97.8 99.2 99.7
hazelnut 93.9 89.4 98.0 97.2 95.5 95.9
leather 100.0 99.7 100.0 99.8 100.0 100
metal_nut 97.1 68.2 75.1 92.4 79.9 75.9
MVTec-AD pill 79.1 80.8 87.7 811 926 822
screw 83.3 85.1 89.1 82.1 83.9 89.4
tile 100.0 99.8 99.6 100 99.7 99.3
toothbrush 87.5 532 76.1 85.3 95.2 90.5
transistor 88.0 80.9 79.3 93.9 82 84.5
wood 99.4 98.9 98.9 96.9 98.5 98.1
zipper 91.5 89.4 88.6 98.4 89.4 99.7
mean 91.8 86.1 89.8 91.5 92.0 92.3
candle 95.4 825 89.4 80.9 95.9 923
capsules 85.0 62.3 75.2 82.7 81.1 92.1
cashew 92.1 86.7 83.7 76.0 89.6 91.3
chewinggum 96.5 96.5 95.6 97.2 98.5 97.5
fryum 80.3 93.8 78.7 92.7 89.5 95.8
macaronil 76.2 69.5 80.0 86.7 86.3 90.8
VisA macaroni2 63.7 65.7 67.0 722 56.7 67.6
pebl 73.6 50.6 68.6 85.2 74.0 66.1
pcb2 512 71.6 69.7 62.0 71.1 76.5
peb3 734 66.9 67.3 61.7 75.2 79.0
pcb4 79.6 94.6 96.2 93.9 89.6 96.3
pipe_fryum 69.7 89.4 6.5 923 88.8 98.7
mean 78.1 78.0 79.8 82.1 83.0 87.0




Table A.6. Comparison of different categories in terms of pixel-level AP. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP  AdaCLIP Bayes-PFL

bottle 49.8 53.0 56.8 55.3 49.8 67.4
cable 6.2 18.2 173 12.3 16.5 20.7
capsule 8.6 29.6 27.2 27.7 24.8 32.6
carpet 259 67.5 65.4 56.6 63.5 84.5
grid 5.7 36.5 30.7 24.1 27.8 41.3
hazelnut 333 49.7 59.2 434 69.5 56.9
leather 20.4 523 50.5 22.7 53.6 63.7
metal_nut 10.8 259 21.2 26.4 19.9 27.7
MVTec-AD pill 7.0 23.6 26.1 34.1 258 30.5
screw 54 337 39.1 275 41.6 40.0
tile 21.2 66.3 65.2 61.7 48.8 76.6
toothbrush 5.5 43.2 29.9 19.3 24.7 29.4
transistor 20.2 11.7 142 15.6 11.9 13.3
wood 329 61.8 59.4 52.6 56.6 73.2
zipper 19.4 38.7 38.5 38.7 36.0 66.5
mean 18.0 40.8 40.0 345 38.1 48.3
candle 24 299 36.6 25.6 453 38.5
capsules 1.4 40.0 38.5 29.3 18.2 47.2

cashew 4.8 15.1 24.1 19.6 44.8 25
chewinggum 24.0 83.6 83.4 56.3 87.6 83.8
fryum 11.1 22.1 224 22,6 24.0 285
macaronil 0.03 24.8 23.2 149 27.1 239

VisA macaroni2 0.02 6.8 23 1.5 3.0 4.0
pebl 04 8.4 72 8.6 7.8 7.6
pcb2 0.4 15.4 8.2 9.1 17.5 17.9

pcb3 0.7 14.1 11.7 43 16.1 19
pcb4 155 249 312 30.6 342 319
pipe_fryum 4.4 23.6 27.2 33.2 24.4 31.2
mean 5.0 257 263 21.3 292 29.8

Table A.7. Comparison of different categories in terms of image-level AP. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP ~ AdaCLIP Bayes-PFL
bottle 98.3 97.7 98.8 96.8 98.6 98.7
cable 86.2 92.9 88.9 81.7 87.3 90.1
capsule 934 95.4 96.4 97.8 97.8 98.4
carpet 99.9 99.8 99.8 99.9 100.0 100
grid 99.8 94.9 97.9 99.3 99.7 99.9
hazelnut 96.3 94.6 99.0 98.5 97.5 98.0
leather 100.0 99.9 100.0 99.9 100.0 100
metal_nut 97.9 91.8 94.4 98.1 95.6 94.6
MVTec-AD pill 96.5 96.1 976 953 98.6 959
screw 88.4 93.6 96.2 929 93.0 96.0
tile 99.9 99.9 99.8 100 99.9 99.7
toothbrush 96.7 71.9 90.2 93.9 97.9 96.8
transistor 749 77.6 73.7 92.1 83.8 823
wood 98.8 99.6 99.6 99.2 99.5 99.7
zipper 98.9 97.1 96.9 99.5 97.1 99.9
mean 95.1 93.5 95.3 96.2 96.4 96.7
candle 95.6 859 91.6 82.6 96.4 93.8
capsules 80.9 74.6 86.6 89.4 86.7 95.9
cashew 95.2 93.9 92.4 89.3 95.4 96.3
chewinggum 98.8 98.4 98.1 98.8 99.4 99.5
fryum 92.5 97.0 90.4 96.6 95.1 98.4
macaronil 64.5 67.5 81.1 85.5 85.0 92.2
VisA macaroni2 65.2 64.9 65.3 70.8 543 70.4
pebl 74.6 54.6 72.5 86.7 73.5 70.0
pcb2 442 73.8 71.4 64.4 71.6 77.3
peb3 66.2 70.5 71.9 69.4 77.9 81.1
pcb4 70.1 94.8 96.0 94.3 89.8 96.1
pipe_fryum 82.1 94.6 93.7 96.3 93.9 994
mean 71.5 81.4 843 85.4 84.9 89.2




Table A.8. Comparison of different categories in terms of pixel-level PRO. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP  AdaCLIP Bayes-PFL
bottle 76.4 45.6 71.7 80.8 26.9 87.6
cable 429 25.7 514 64.0 152 69.1
capsule 62.1 51.3 62.6 87.6 65.7 934
carpet 84.1 48.5 83.0 90.0 19.6 98.6
grid 57.0 31.6 67.8 75.4 46.2 93.5
hazelnut 81.6 70.3 83.5 92.5 423 87.1
leather 91.1 724 95.5 92.2 559 99.1
metal_nut 31.8 384 727 71.1 20.7 74.9
MVTec-AD pill 65.0 65.4 87.5 88.1 370 93.8
screw 68.5 67.1 88.5 88.0 75.3 93.0
tile 51.2 26.7 61.1 874 7.7 90.3
toothbrush 67.7 54.5 83.5 88.5 25.6 87.6
transistor 434 21.3 349 58.2 6.7 55.5
wood 74.1 31.1 85.6 91.5 583 95.1
zipper 71.7 10.7 30.2 65.4 34 90.1
mean 64.6 44.0 70.6 814 33.8 87.4
candle 83.5 92.5 94.4 96.5 71.6 95.6
capsules 353 86.7 87.2 78.9 80.3 87.4
cashew 76.4 91.7 90.6 91.9 45.6 90.5
chewinggum 70.4 87.3 82.7 90.9 539 87.4
fryum 774 89.7 87.5 86.8 55.6 90.4
macaronil 343 93.2 93.8 89.7 86.6 96.5
VisA macaroni2 21.4 823 83.9 83.9 84.8 89.3
pebl 26.3 875 84.1 80.7 523 89.3
pcb2 37.2 75.6 71.1 78.2 71.5 78.3
pcb3 56.1 71.8 78.8 76.8 76.2 79.3
pcb4 80.4 86.8 88.9 89.4 84.3 88.6
pipe_fryum 823 90.9 93.2 96.1 86.3 95.3
mean 56.8 86.8 86.9 87.0 71.3 88.9

Table A.9. Comparison of different categories in terms of image-level F1-max. The best results are shown in bold.

Dataset Category WinCLIP APRIL-GAN CLIP-AD AnomalyCLIP ~ AdaCLIP Bayes-PFL
bottle 97.6 92.8 94.6 90.9 93.7 94.6
cable 84.5 84.5 79.3 77.4 79.2 79.8
capsule 914 92.0 91.1 91.7 91.8 95.2
carpet 99.4 98.3 99.4 99.4 100 100
grid 98.2 89.1 92.3 97.3 98.2 99.1
hazelnut 89.7 87.0 95.6 92.7 93.7 92.3
leather 100.0 98.9 100.0 99.5 100 100
metal_nut 96.3 89.4 89.4 93.6 89.4 89.4
MVTec-AD pill 916 91.6 9.1 0.1 937 93.9
screw 87.4 88.9 90.3 88.3 89.2 90.8
tile 99.4 98.8 98.8 100.0 98.8 98.3
toothbrush 87.9 833 84.8 90.0 96.7 88.9
transistor 79.5 76.1 69.6 83.7 77.1 78.4
wood 98.3 96.8 96.7 96.6 96.7 96.8
zipper 929 90.8 90.4 97.9 91.1 99.2
mean 92.9 90.4 91.1 92.8 92.7 93.1
candle 89.4 76.9 822 75.6 90.2 854
capsules 83.9 78.1 719 822 82.8 89.1
cashew 88.4 85.7 83.7 80.3 87.5 89.4
chewinggum  94.8 93.2 92.8 94.8 96.0 96.4
fryum 82.7 91.8 81.4 90.1 87.0 93.9
macaronil 74.2 70.8 774 80.4 80.0 82.1
VisA macaroni2 69.8 69.3 69.7 71.2 67.8 69.9
pebl 71.0 66.9 68.5 78.8 72.1 66.9
pcb2 67.1 69.7 70.9 67.8 72.5 73.3
pcb3 71.0 66.7 68.1 66.4 71.9 75.7
pcb4 74.9 87.3 91.3 87.8 82.1 91.4
pipe_fryum 80.7 88.1 86.6 89.8 88.5 95.4
mean 79.0 78.7 792 80.4 81.6 84.1




Figure A.5. Visualization of segmentation results for the bottle category on MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.
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Figure A.6. Visualization of segmentation results for the capsule category in MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.7. Visualization of segmentation results for the carpet category in MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.8. Visualization of segmentation results for the grid category in MVTec-AD. The first row represents the input images, with green
outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.9. Visualization of segmentation results for the hazelnut category in MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.



Figure A.10. Visualization of segmentation results for the leather category in MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.11. Visualization of segmentation results for the pill category on MVTec AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.12. Visualization of segmentation results for the tile category on MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.13. Visualization of segmentation results for the wood category on MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.14. Visualization of segmentation results for the zipper category on MVTec-AD. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.
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Figure A.15. Visualization of segmentation results for the candle category on VisA. The first row represents the input images, with green
outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.16. Visualization of segmentation results for the cashew category on VisA. The first row represents the input images, with green
outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.
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Figure A.17. Visualization of segmentation results for the macaronil category on VisA. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.18. Visualization of segmentation results for the pcb4 category on VisA. The first row represents the input images, with green
outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.
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Figure A.19. Visualization of segmentation results for the chewinggum category on VisA. The first row represents the input images, with
green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.
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Figure A.20. Visualization of segmentation results on DAGM. The first row represents the input images, with green outlines indicating the
ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.21. Visualization of segmentation results for the blotchy category on DTD-Synthetic. The first row represents the input images,
with green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.22. Visualization of segmentation results for the fibrous category on DTD-Synthetic. The first row represents the input images,
with green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.23. Visualization of segmentation results for the woven category on DTD-Synthetic. The first row represents the input images,
with green outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.24. Visualization of segmentation results for the wood category on BTAD. The first row represents the input images, with green
outlines indicating the ground truth regions. The second row shows the results of anomaly segmentation.



Figure A.25. Visualization of segmentation results on KSDD?2. The first row represents the input images, with green outlines indicating
the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.26. Visualization of segmentation results on RSDD. The first row represents the input images, with green outlines indicating the
ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.27. Visualization of segmentation results on HeadCT. Since there are no pixel-level annotations, this dataset is only used for
anomaly classification. The first row represents the input image, while the second row shows the anomaly maps.

Figure A.28. Visualization of segmentation results on BrainMRI. Since there are no pixel-level annotations, this dataset is only used for
anomaly classification. The first row represents the input image, while the second row shows the anomaly maps.

Figure A.29. Visualization of segmentation results on Br35H. Since there are no pixel-level annotations, this dataset is only used for
anomaly classification. The first row represents the input image, while the second row shows the anomaly maps.
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Figure A.30. Visualization of segmentation results on ISIC. The first row represents the input images, with green outlines indicating the
ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.31. Visualization of segmentation results on CVC-ClinicDB. The first row represents the input images, with green outlines
indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.32. Visualization of segmentation results on CVC-ColonDB. The first row represents the input images, with green outlines
indicating the ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.33. Visualization of segmentation results on Endo. The first row represents the input images, with green outlines indicating the
ground truth regions. The second row shows the results of anomaly segmentation.

Figure A.34. Visualization of segmentation results on kvasir. The first row represents the input images, with green outlines indicating the
ground truth regions. The second row shows the results of anomaly segmentation.
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