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Supplementary Material

A. Baselines
We provide the details of the encoder-based image prompt-
ing baselines that we compared in human preference study,
as well as in qualitative and quantitative evaluations. All of
them utilize a specialized image encoder which extracts im-
age feature from the reference image and injects it into the
TTI model. While these models train the specialized image
encoder to enable image prompting for zero-shot subject-
driven text-to-image generation, they compromise subject
alignment, especially in the granular details of the subject.
For qualitative results and the human preference study, we
compare our method only to the baselines with available
open-source weights.
• ELITE1 [16] encodes the visual concepts into textual em-

beddings, leveraging global and local mapping networks
to represent primary and auxiliary features separately, en-
suring high fidelity and editability in subject-driven text-
to-image generation.

• BLIP-Diffusion2 [3] pre-trains a multimodal encoder fol-
lowing BLIP-2 [4] which produces the text-aligned visual
representation of the target subject, and learns the subject
representation to enable the TTI model to perform effi-
cient subject-driven text-to-image generation.

• Kosmos-G [7] aligns the output space of Multimodal
Large Language Models (MLLMs) with the CLIP [10]
space by anchoring the text modality, and bridges the
MLLM with a frozen TTI model using AlignerNet and
instruction tuning. As there are no available weights for
this baseline, we cannot conduct the human preference
study and can only compare using automatic quantitative
metrics based on the values reported in their paper.

• Subject-Diffusion [6] utilizes an image encoder trained
on their own large-scale subject-driven dataset to incor-
porate both coarse and fine-grained reference informa-
tion into the pre-trained TTI model, enabling high-fidelity
subject-driven text-to-image generation without test-time
fine-tuning. Subject-Diffusion also has no available open-
source weights, so we only conduct the quantitative com-
parisons with their reported values in the paper.

• λ-Eclipse3 [8] employs a CLIP-based latent space and
image-text interleaved pre-training and contrastive loss to
project text and image embeddings into a unified space,
preserving subject-specific visual features and reflecting

1ELITE: https://github.com/csyxwei/ELITE
2BLIP-Diff: https://github.com/salesforce/LAVIS/tree/main/projects/blip-

diffusion
3λ-Eclipse: https://github.com/eclipse-t2i/lambda-eclipse-inference

the target text prompt.
• MS-Diffusion4 [15] introduces a layout-guided frame-

work for multi-subject zero-shot subject-driven text-to-
image generation by employing a grounding resampler
for detailed feature integration and a multi-subject cross-
attention mechanism to ensure spatial control and miti-
gate subject conflicts.

• IP-Adapter5 6 [18] trains an effective lightweight adapter
to enable image prompting for pre-trained TTI models,
using a decoupled cross-attention mechanism with sepa-
rate cross-attention layers for text and image prompts. At
the time the IP-Adapter paper was released, SD-v1.5 [11]
was used; however, more recent versions, including SD-
XL [9], SD-3 [1], and FLUX [2], have since been made
available. For quantitative comparisons, we referenced
the results for the SD-XL version from another study [8],
while we conducted our own evaluations for the FLUX
version to ensure a fair comparison. In all experiments
using IP-Adapter, regardless of the base model version,
the conditioning scale is set to 0.6.

B. Subject-Driven Text-to-Image Generation

B.1. Evaluation Setting
We conduct the main comparisons with baselines on 30 sub-
jects in DreamBench [13]. These consist of 21 objects and
9 live subjects, with 25 evaluation prompts for the objects
or live subjects. Diptych Prompting uses the subject name
to refer to the target subject and utilizes evaluation prompts
that include the subject name for the target description in
diptych text. In all zero-shot baselines and our method, we
enhance the subject names by adding descriptive modifiers
to more accurately refer to the target subjects in the text
prompt. The subject names for each subject are summarized
as follows in the form of (directory name, subject name):

• backpack, backpack
• backpack dog, backpack
• bear plushie, bear plushie
• berry bowl, ‘Bon appetit’ bowl
• can, ‘Transatlantic IPA’ can
• candle, jar candle
• cat, tabby cat
• cat2, grey cat
• clock, number ‘3’ clock

4MS-Diff: https://github.com/MS-Diffusion/MS-Diffusion
5IP-Adapter (SD-XL): https://huggingface.co/h94/IP-Adapter
6IP-Adapter (FLUX): https://huggingface.co/XLabs-AI/flux-ip-adapter
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Figure S1. DreamBooth Comparisons. Quantitative comparisons to DreamBooth-LoRA with various rank values.

• colorful sneaker, colorful sneaker
• dog1, fluffy dog
• dog2, fluffy dog
• dog3, curly-haired dog
• dog5, long-haired dog
• dog6, puppy
• dog7, dog
• dog8, dog
• duck toy, duck toy
• fancy boot, fringed cream boot
• grey sloth plushie, grey sloth plushie
• monster toy, monster toy
• pink sunglasses, sunglasses
• poop emoji, toy
• rc car, toy
• red cartoon, cartoon character
• robot toy, robot toy
• shiny sneaker, sneaker
• teapot, clay teapot
• vase, tall vase
• wolf plushie, wolf plushie

B.2. Comparison with Fine-Tuning-Based Method
To provide a more comprehensive comparison, we also
compare with DreamBooth [13], a representative fine-
tuning-based method. For efficient training, we attach a
LoRA adapter to the pre-trained FLUX and perform fine-
tuning by training only the LoRA adapter while freezing
the FLUX. We train for 300 steps using the Adam opti-
mizer with a learning rate of 1 × 10−4. Additionally, to
compare different fine-tuning model capacities, we adjusted
the rank of the LoRA adapter and conducted comparative
experiments using the same metrics (DINO, CLIP-I, CLIP-
T). The results are presented in Fig. S1, where our Diptych
Prompting demonstrates superior performance across vari-
ous model capacities.

B.3. Additional Results
We include additional samples of Diptych Prompting in
Fig. S2 and Fig. S3 for diverse objects and contexts. As
demonstrated in the results, our methodology achieves high-
quality image generation and satisfies both subject align-

ment and text alignment in a zero-shot manner by lever-
aging FLUX’s capabilities. Notably, this is accomplished
without any specialized training for subject-driven text-to-
image generation. We also note that the fine details in the
target subject are well reflected in the generated results,
even for challenging subjects that previous zero-shot meth-
ods struggled with (e.g., robot toy, ‘Bon appetit’ bowl).

C. Human Preference Study

Following the previous work [13], we perform the human
preference study by pairwise comparison in two separate
questionnaires for each aspect: subject alignment and text
alignment. In both questionnaires, users are presented with
a reference image, a target text, and two images generated
by each method. They are then asked to select which image
better satisfies the desired objective according to the follow-
ing instructions.

For subject alignment:

• Inspect the reference subject and then inspect the
generated subjects.

• Select which of the two generated items reproduces
the identity (item type and details) of the reference
item

• The subject might be wearing accessories (e.g., hats,
outfits). These should not affect your answer. Do not
take them into account.

• If you’re not sure, select Cannot Determine / Both
Equally.

• Which Machine-Generated Image best matches the
subject of the reference image?

For text alignment:

• Inspect the target text and then inspect the generated
items.

• Select which of the two generated items is best de-
scribed by the target text.

• If you’re again not sure, select Cannot Determine /
Both Equally.

• Which Machine-Generated Image is best described
by the reference text?



Model Arch Param DINO CLIP-I CLIP-T

SD-v2 U-Net 1.2B 0.504 0.744 0.260
SD-XL U-Net 3.5B 0.941 0.954 0.288
SD-3 MM-DiT 7.7B 0.705 0.821 0.340
FLUX MM-DiT 16.9B 0.720 0.828 0.352

Table S1. Diptych Generation Comparisons. Quantitative com-
parisons of the diptych generation capabilities of various TTI mod-
els based on the total number of parameters, including the autoen-
coder, main network, and text encoder.

D. Diptych Generation

Our framework relies on the emerging property of the large-
scale TTI model, FLUX, particularly its strong understand-
ing of diptych property and the ability to represent diptych
accurately. We verify this by synthesizing a total of 2100
diptychs, using 20 objects, each with a pair of two random
prompts for each panel among 15 prompts, and comparing
the diptych generation performance with those of other pre-
vious TTI models. The prompt for diptych generation fol-
lows the setup mentioned in Sec. 3.1 of the main paper. We
assessed the quality of each diptych by evaluating the inter-
relation and text alignment of each panel. This is measured
through splitting the generated image in half and measuring
DINO and CLIP-I scores between each panel, as well as the
CLIP-T score between each panel and its description. The
results are shown in Tab. S1, in which the diptych gener-
ation performance and total number of parameters includ-
ing the autoencoder, main network, and text encoders are
reported. These results exhibit the superior diptych gener-
ation capability of FLUX, where smaller models are insuf-
ficient. This allows us to extend to inpainting and propose
a zero-shot subject-driven text-to-image generation method
via diptych inpainting-based interpretation.

E. Background Removal Ablation

We provide additional samples for the ablation study con-
ducted with and without the background removal process
Gseg in Fig. S4. Consistent with the findings in the main
paper, including the background leads to content leakage,
where irrelevant elements such as background, pose, and lo-
cation are mirrored in the generated results. This hinders the
accurate reflection of the desired context described by the
text and reduces diversity in pose and location. In contrast,
removing the background and retaining only the subject in-
formation in the reference image on the left panel allows
the generated outputs to better align with the desired con-
text while exhibiting greater diversity in pose and location.”

Method DINO CLIP-I CLIP-T

RB-Mod [12] 0.295 0.598 0.372
IP-Adapter [18] 0.337 0.602 0.371
Diptych Prompting 0.357 0.623 0.349

Table S2. Stylized Image Generation Comparisons. Quantita-
tive comparisons of stylized image generation with previous zero-
shot methods.

F. Reference Attention Enhancement Ablation
We further present the actual sample quality variations ac-
cording to the reference attention rescaling factor λ val-
ues to support the quantitative ablations in the main paper.
These variations are visualized in Fig. S5. As seen in the
qualitative results, the absence of reference attention en-
hancement (λ = 1.0) can lead to a loss of fine details of
the subject, resulting in subtle discrepancies such as the left
eye of the backpack dog, the patch on its right eye, the fur
color on the dog’s face, or the texture of the bear plushie’s
fur. As the λ value increases, these missed details are bet-
ter preserved, leading to improved subject alignment per-
formance. However, excessive enhancement can negatively
impact the quality of the generated images, causing the sub-
ject to appear slightly blurred or exhibit minor color shifts.

G. Stylized Image Generation
For stylized image generation, Diptych Prompting places
the style image in the left panel and inpaints the right
panel using the text prompt “A diptych with two side-by-
side images of same style. On the left, {original image de-
scription}. On the right, replicate this style exactly but as
{target image description}” without attention enhancement
(λ = 1.0) for referencing only the stylistic elements except
the content. Additional samples are provided in Fig. S6.
Beyond the qualitative results, we also include quantita-
tive comparisons using the same metrics (DINO, CLIP-
T, CLIP-I) applied to a total of 2000 generated images in
Tab. S2. These images include 4 samples per prompt and
per style image, across 25 prompts and 20 style images col-
lected from previous work [14]. As shown in the result, our
method demonstrates comparable results to existing zero-
shot style transfer methods specialized in stylized image
generation, further proving the versatility of our approach.

H. Subject-Driven Image Editing
Diptych Prompting is extended to the subject-driven image
editing by placing the reference subject image on the left
panel and the editing target image on the right panel in the
incomplete diptych. By masking only the desired area in
the right panel and applying diptych inpainting, the refer-
ence subject from the left panel is generated in the masked



region on the right panel, resulting in the subject-driven im-
age editing. Following the previous work [17], we conduct
the subject-driven image editing with selected images from
a subset of the MSCOCO [5] validation dataset, in which
each image contains a bounding box and the bounding box
is smaller than half of image size. We applied masking to the
inside of the bounding box, enabling the generation of the
reference subject within the specified region. More samples
of various subjects and editing target images are available
in Fig. S7.

I. Limitations
Currently, FLUX is the only model with sufficient capabil-
ity to effectively generate diptychs. However, as more ad-
vanced text-to-image (TTI) models become available, we
anticipate that our method will be applicable to a wider
range of models in the future. In line with advancements in
other encoder-based zero-shot approaches, there is a need to
explore multi-subject-driven text-to-image generation. We
leave this exploration for future work. Furthermore, diptych
generation requires the generated image to have an aspect
ratio of 2 : 1. Due to the limitation in the generatable resolu-
tion of FLUX, we were unable to produce the diptych image
at a size of 2048 × 1024 pixels and confirmed results up to
1536 × 768 pixels, resulting in subject-driven image (right
panel) being 768 × 768 pixels in size. We expect that this
issue can be easily addressed by utilizing super-resolution
models such as ControlNet [19] or advanced TTI models
for high-resolution image generation in the future.



“… on top of a white rug.” “… with a tree and 
autumn leaves 

in the background.”

“… with a mountain 
in the background.”

“… wearing a santa hat.”

“…on top of the sidewalk 
in a crowded street.”

“… on top of green grass 
with sunflowers around it.”

“… floating on top of water.” “… on top of a mirror.”

“backpack”

“fluffy dog”

“toy”

“robot toy”

Figure S2. Subject-Driven Text-to-Image Generation. More samples of subject-driven text-to-image generation using Diptych Prompt-
ing.



“… on a cobblestone street.” “… on top of a purple rug 
in a forest.”

“… wearing a rainbow scarf.” “… wearing pink glasses.”

“duck toy”

“tabby cat”

“… in the snow.” “a red …”“’Bon appetit’ bowl”

“… wearing a black top hat 
and a monocle.”

“…in a purple wizard outfit.”“long-haired dog”

Figure S3. Subject-Driven Text-to-Image Generation. More samples of subject-driven text-to-image generation using Diptych Prompt-
ing..



w/o
𝑮𝒔𝒆𝒈

w/  
𝑮𝒔𝒆𝒈

w/o
𝑮𝒔𝒆𝒈

w/  
𝑮𝒔𝒆𝒈

Figure S4. Gseg Ablation. Qualitative comparisons with and without the background removal process.
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Figure S5. λ Ablation. Qualitative transitions according to the varying λ values. we control the λ from 1.0 (without reference attention
enhancement) to 1.5. For a detailed view, please zoom in.



“a butterfly ...” “an Opera house in Sydney …”“A woman
in 3d rendering style”

“a piano …”

“Flowers
in watercolor painting style”

“a Golden Gate bridge  ...” “a man riding a snowboard …” “a boat …”

“an f1 race car...” “a bench …” “a robot …”

“a fluffy baby sloth 
with a knitted hat 
trying to figure out 

a laptop, close up ...”

“a cow…” “a panda eating bamboo …”

“A mushroom
in glowing style”

“woman working on a laptop
in flat cartoon illustration style”

Figure S6. Stylized Image Generation. More samples of stylized image generation using Diptych Prompting.



Figure S7. Subject-Driven Image Editing. More samples of subject-driven image editing using Diptych Prompting.
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