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Here, we first provide details about the EarthDial-
Instruct dataset used to train our model, in three stages.
Second, we conduct an ablation study comparing the per-
formance of the EarthDial model fine-tuned with LoRA
against the fully fine-tuned version, evaluating both mod-
els on zero-shot detection datasets. Last, we provide more
qualitative analysis of our EarthDial model, compared to
recent state-of-the-art VLMs, demonstrating its better gen-
eralization across multi-modalities, multi-resolution, and
multi-temporal downstream EO tasks.

1. EarthDial-Instruct Dataset

The fundamental objective of constructing domain-specific
VLM is to improve generalization performance on di-
verse downstream tasks, covering a wide range of modal-
ities, multi-resolution, and multi-temporal data. Therefore,
we curate high-quality pre-train question-answer (QA) in-
struction pairs from SkyScript [32] and SatlasPretrain [2]
data, which includes Sentinel-2 (S2), Sentinel-1 (SAR),
NAIP, and Landsat imagery along with labels. Specif-
ically, we choose InternLM-XComposer2 [12] as an in-
struction generator after evaluating its generation outputs
against state-of-the-art leading VLMs at the time of selec-
tion, where it demonstrated superior efficiency in handling
large-scale data for generating vision QA instruction pairs.
The methodology involved multiple steps of filtering to en-
sure the quality of the data, as depicted in Fig. 1. In step I
we proceed with a label-based filtering, where we filter out
samples that are associated with at least three labels, en-
suring that each image contained enough descriptive con-
tent to support meaningful instruction samples. In step II,
an image-based filtering is applied, where we apply lumi-
nance and coverage-based filtering to remove cloudy im-
ages as well as low spatial coverage images. More specif-
ically, we apply a threshold on the average luminance and
remove images with insufficient coverage. In step III, we
prompt the InternLM-XComposer2 to generate QA instruc-

tion pairs based on the key attributes (points, polygons, ob-
ject category, and position) specified in the inputs and la-
bels. These attributes, before being input in the process-
ing pipeline, undergo formatting to natural language to be
understood by the VLM. When processing a sample, we
prompt the model multiple times, asking for a QA instruc-
tion set for each attribute specifically. Each prompt also
contains information about all the other attributes detected
in the image. Furthermore, in the same prompt, we provide
an example of a satisfactory QA instruction set, sampled
from a list of predefined instruction sets. The generation
is repeated up to 5 times, if the expected format is not re-
spected. We present the workflow explicitly below:

1. A satisfactory QA instruction set example: Subject:
parking lot. Question: How does the parking lot con-
tribute to environmental sustainability? Answer: The
parking lot in the lower left seems to be equipped with
solar panel canopies, promoting renewable energy use.

2. The prompt: Write a question and answer pair about this
satellite image. For example, on another image, a sat-
isfactory pair is: satisfactory qa instruction. The cur-
rent image has been annotated with the following key-
words: attribute 1, attribute 2, . . . . Generate the pair
for the following subject: attribute 1, which is visible in
the satellite image. The question or answer must refer
to the attribute 1, and must refer to either its position,
interaction with other elements in the image, character-
istics, or function. The answer must be objective, based
on visible elements in the image, and require the image
to answer. Avoid any assumptions or extrapolations that
are not clearly supported by the image.

3. The template: <ImageHere>the prompt.

We manually verify randomly drawn parts of the instruction
sets to validate the quality of generated instructions.
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Task Dataset Split Type QA Examples

Scene Classification

AID [33] test Optical

User: Classify the given image in one of the classes.
Options: ground track field, chaparral, harbor,
desert, ship, railway station, meadow, bridge, ...
EarthDial: Railway station.

UCMerced-LandUse [35] test Optical
WHU-RS19 [9] test Optical
EuroSat [14] test Optical, S2
BigEarthNet [27] train/val/test Optical, S2
NWPU-RESISC45 [6] train Optical
PatternNet [40] train Optical
RS-CD [17] train Optical
RSI-CD256 train Optical
FMoW [8] train/val Optical
FGSCR-42 [10] train Optical
TreeSatAI-Time-Series [1] train/val/test Optical, NIR
SoSAT-LCZ42 [42] train/val/test S2

Object Detection

DOTA [11] train/test Optical

User: Where is silver boeing737 airplane?
EarthDial: [bbox].
User: What object is in this location [bbox]?
EarthDial: 1 baseball field at the top right.
User: Describe this image in detail.
EarthDial: In the image, two white motorboats [bbox, bbox]
are positioned close to each other on the left side.

DOIR [18] train/test Optical
FAIR-1M [28] train/test Optical
HIT-UAV [30] train/val/test Infrared
UCAS-AOD [41] test Optical
NWPU-VHR10 [5] test Optical
SAR-Ship [31] train/test SAR
SRSDD-v1.0 [16] train/test SAR
Swimming Pool & Car test Optical
Urban Tree Crown Detection [37] test Optical

Visual Grounding DIOR-RSVG [38] train/val/test Optical User: An airplane on the upper left.
EarthDial: [bbox].RSVG [29] train/val/test Optical

Visual Question Answering

FloodNet [25] train Optical User: Is a parking present?
EarthDial: Yes.
User: What is the amount of residential buildings?
EarthDial: 14.
User: What elements in the picture suggest its theme?
EarthDial: Runway.

MQVQA [39] train Optical
RSVQA-LRBEN [20] train/test Optical
RSVQA-HRBEN [20] test Optical
Sydney Caption [24] train/test Optical
UCM Caption [24] train/val/test Optical

Image Captioning

RSITMD [36] train/test Optical

User: Could you provide the caption for input image?
EarthDial: Many white planes were parked at the airport.

RSCID [21] train/val/test Optical
NWPU-Captions [7] train/val/test Optical
Sydney Caption [24] train/test Optical
UCM Caption [24] train/val/test Optical

Change Detection

LEVIR-MCI [19] train/val/test Optical
User: Are there any semantic changes detected in images?
EarthDial: Two houses are built at the top of the scene.

SYSU-CC [22] test Optical
Dubai-CC train/val/test Optical
MUDS [34] train/test Optical

Methane Plume Detection STARCOP [26] train/test Hyperspectral

User: Does this image have a methane plume?
EarthDial: Yes.
User: Give me the location of the methane plume.
EarthDial: [bbox].
User: What is the emission rate of methane plume?
EarthDial: The emission rate is 11239kg/h.

Urban Heat Islands UHI-AD train/test Landsat8

User: What is the temperature trend in the input?
EarthDial: mildly hot.
User: What factors are responsible for the temperature?
EarthDial: Urbanization and few water bodies.
User: What sustainable practices can mitigate UHI effect?
EarthDial: Introduce fountains, green corridors, and ponds.

Disaster Assesment

QuakeSet [3] train/val/test SAR

User: Do input images present earthquake effects?
EarthDial: Yes.
User: Could you tell the magnitude the earthquake?
EarthDial: 5.58mb.

xBD [13] train/test Optical

User: Identify the type of disaster that occurred.
Options: flood, wind, fire, tsunami, earthquake, volcano?
EarthDial: Volcano.
User: Are there any buildings affected due to disaster?
EarthDial: Yes.
User: Identify major-damaged building located at center.
EarthDial: [bbox].
User: Is the building at [bbox] affected due to disaster?
EarthDial: Yes.
User: Describe the damage observed in the post-disaster image.
EarthDial: There has been a volcano disaster that resulted
in many damaged buildings.
User: How many building are affected?
EarthDial: Many.
User: Locate all large buildings in the post-disaster image.
EarthDial: [bbox], [bbox], [bbox].
User: Give the level of damage for [bbox].
EarthDial: Destroyed.

Table 1. Overview of the downstream datasets that include various tasks, splits, types (modalities), and the generated question-answer
pair (QA-pair) examples from the respective datasets. Here, split means that we generate QA-pairs for each split separately. The [bbox]
indicates the bounding box of the object as [xmin, ymin, xmax, ymax, θ].



Figure 1. Overview of the data preparation and filtering pipeline
used in the QA instruction dataset generation. The process begins
with the pairing of OpenStreetMap (OSM) labels and their cor-
responding different sources of satellite imagery. The data goes
through a label-based filtering process selecting only images with
3 labels or above, and then this data undergoes a second filtering
process which is image-based to remove low-quality images. The
high quality images remaining are then passed to the InternLM-
XComposer2-VL model to generate question-answer pairs based
on the associated reliable labels from OSM.

Downstream Tasks Image-text Instruction

Though pre-training enhances the generalization capabili-
ties, we also need task-specific fine-tuning with diverse data
types to improve downstream performance as shown in Tab.
1 and Fig. 2. We curate a large number of instruction-
following datasets that include ten diverse downstream
tasks: scene classification, object detection, visual question
answering, image captioning, change detection, Methane

plume detection, tree species classification, local climate
zones, urban heat islands, and disaster assessment. It covers
seven diverse visual modalities that include Optical, SAR,
S2, Infrared, NIR, Landsat8, and Hyperspectral, and two
visual temporal modalities (Optical and SAR).

2. Ablation on LoRA vs Full Fine-tuning
It is interesting to understand how different adaptation
mechanisms can influence the performance after Stage 1
model pretraining. Here we explore Low-rank adaptation
(LoRA) in comparison to full finetuning. LoRA is inter-
esting to explore since it allows finetuning the model with
minimal memory requirements, adds only a few additional
tunable weights and helps retain knowledge acquired during
the previous training stages. Specifically, for LoRA, we re-
tain the pre-trained weights from Stage 1 and instead of full
finetuning, only train the low-rank adapter weights which
are then added to the original pretrained weights.

For the LoRA fine-tuning, we used a LoRA rank of 128,
a batch size of 2, and a learning rate of 4e-5. This setup up-
dated approximately 201M parameters in comparison to the
EarthDial model’s 4 billion total parameters while keeping
the Vision Transformer (ViT), MLP, and LLM components
frozen. The fine-tuning leveraged thumbnail images to cap-
ture global features and utilized an adaptive patch size rang-
ing from 1 to 6 to capture more detailed high-level features.

The LoRA fine-tuning was performed on 2 NVIDIA
A100 GPUs (80 GB each) and the model was then evaluated
on zero-shot detection datasets. Compared to the fully fine-
tuned model, the LoRA fine-tuned model exhibited lower
performance, as summarized in Table 2. The LoRA fine-
tuned model exhibited lower performance compared to the
fully fine-tuned model due to its limited parameter updates,
frozen components, and constrained adaptability for com-
plex zero-shot detection tasks.

As seen from Table 2, the results indicate that EarthDial
(Ours) significantly outperforms EarthDial-Lora across all
metrics. Specifically, EarthDial (Ours) achieves a substan-
tial improvement in detecting multiple objects (from 2.6 to
6.7) and large objects (from 9.2 to 25.67) on the Urban
Tree Crown Detection dataset. A similar trend is observed
on the Swimming Pool dataset, showcasing Earthdial (full-
finetunning) model’s superior performance in handling the
referred object detection task effectively.

2.1. Qualitative Analysis:

In Fig. 3, we present a qualitative analysis of Earth-
Dial. We compare our method with existing state-of-the-art
InternVL-4B [4], GPT-4o [23], and GeoChat [15] VLMs.
We notice that EarthDial shows better capability to detect
the object for the SAR and infrared imagery, especially in
crowded scenes. For the multi-label scene classification,
our model outputs multi-labels whereas other compared



Model Swimming Pool Dataset (ZS) Urban Tree Crown Detection [37] (ZS)

Small Medium Large Single Multiple Small Medium Large Single Multiple

GeoChat [15] - 3.1 7.3 1.2 0.6 - 1.8 8.9 2.9 3.1
InternVL2-4B [4] 0.6 6.6 8.9 4.5 0.865 - 3.17 13.41 5.9 3.1

EarthDial-Lora 1.3 2.6 9.45 4.3 0.7 0.2 2.6 9.2 4.1 2.6
EarthDial (Ours) 1.04 7.4 24.90 8.4 1.04 1.1 7.01 25.67 11.13 6.7

Table 2. Comparison of our EarthDial for referred object detection tasks across various datasets. We use mAP@0.5 as the evaluation
metric. Small, medium, and large denote the object size, while single and multiple denote the number of objects. Here, ZS means zero-shot
evaluation.

User: Classify the image. Options: 
harbor, bridge residents, sea, church,  
desert , tennis court.

EarthDial: Tennis court

Scene Classification

User: Describe the object at [13, 77, 15, 
81, 88].

EarthDial: 1 vehicle at the bottom left

Region Captioning

User: Give me the location of tennis 
courts at center

EarthDial: [22,46,42,54,85], 
[33,45,53,53,85],[45,44,65,52,85]

Referring Expression

User: Could you please provide the caption 
for the input image?

EarthDial: The image depicts a scene with 
three tennis courts at center, and five 
vehicles.

Image Captioning

User: Describe the image in detail.

EarthDial: In satellite image, there are 3 
tennis courts 
[22,46,42,54,85],[33,45,53,53,85],[45,4
4,65,52,85] at center, 5 vehicle located 
at [73,47,77,49,88], 
[95,4,97,8,85],[13,77,15,81,88],[41,14,4
5,16,88],[36,11,38,13,3]

Visual Grounding

User: Are there vehicles present in this 
picture?

EarthDial: Yes

Visual Question Answer

User: Are there less roads than 
commercial buildings?

EarthDial: No

User: Are there vehicles present in this 
picture?

EarthDial: Yes

Multi-Task Conversation

User: location for vehicle at the top 
right?

EarthDail: [95, 4, 97, 8, 85]

User: Classify the image. Options: harbor, 
parking, bridge residents, vehicle, sea, 
church,  desert, storage tank, roundabout, 
tennis court, basketball court, swimming 
pool.

EarthDial: Tennis court, parking, vehicle

Multi-Label Scene Classification

User: Are there any semantic 
changes detected in the provided 
images?

EarthDial: Some buildings are built 
in the woods near the circular road 
in the bottom left corner

Bi-temporal Change Detection

𝑻𝟎

𝑻𝟏

User: Are there any semantic changes 
detected in the provided images?

EarthDial: Some roads appeared on 
the bareland and some buildings are 
constructed

Multi-temporal Change Detection

𝑻𝟎 𝑻𝟏

𝑻𝟐 𝑻𝟑

User: Classify the image. Options: 
airport, airport hangar,  airport 
terminal, aquaculture,  barn, border 
checkpoint, burial site

EarthDial: Barn

Multi-temporal Scene Classification

𝑻𝟎 𝑻𝟏

𝑻𝟐 𝑻𝟑

User: Describe the object in [51, 72, 55, 
75, 02].

EarthDial: 1 person located at the bottom

Region Captioning

User: Give me the location of person at 
top right.

EarthDial: [72, 5, 76, 8, 17]

Referring Expression

User: Describe the image 
in detail.

EarthDial: In the satellite 
image, there is 1 person 
[51, 72, 55, 75, 2] located 
at bottom, 1 person [72, 
5, 76, 8, 17] located at 
top right.

Visual Grounding

User: Describe the object in [39, 0, 47, 5, 
0].

EarthDial: 1 small ship located at the top.

Region Captioning

User: Give me the location of 1 medium 
ship at top left.

EarthDial: [0, 22, 11, 31, 0]

Referring Expression

User: Describe the image 
in detail.

EarthDial: In the satellite 
image, there is  1 
medium ship [0, 22, 11, 
31, 0] located at top left, 
1 small ship [39, 0, 47, 5, 
0] located at top.

Visual Grounding

User: Give me the 
location of 
methane plume ?

EarthDial: [41, 3, 54, 57, 0]

Methane Plume Detection

RGB Band Mag1c

User: What is the 
botanical species 
name of this tree?

EarthDial: Abies alba.

Tree Specie Classification

RGB +NIR

Infrared SAR

User: What is the 
temperature trend in 
the underlying 
region?

EarthDial: Mildly hot

Urban Heat Island

User: Give me the local 
climate zones for the region. 
Options: open high-rise, 
dense trees, scattered trees, 
compact mid-rise, low 
plants, …

EarthDial: Scattered tress

Local Climate Zones

MultispectralLandsat-8 Bands

User: Please describe the damage 
observed in the post-disaster image.

EarthDial: There has been a fire 
disaster that resulted in many 
damaged buildings

Bi-temporal Disaster Assessment

Post-Disaster

User: Do these two input 
images present earthquake 
effects?

EarthDial: Yes

Bi-temporal Earthquake Prediction

Pre-Disaster
Post-Disaster

Pre-Disaster

SAR
SAR

Figure 2. Illustration of our versatile EarthDial model that performs across multi-modalities, multi-resolution, multispectral, and multi-
temporal data from diverse remote sensing applications. EarthDial extends its capabilities to a range of tasks such as scene classification,
image/region-captioning, referring expression, VQA, referring expression, object detection, temporal change/disaster detection, Methane
plume detection, tree species classification, UHI, and LCZs detection across multi-modalities, multi-resolution remote sensing data.

models output limits to a single label. For bi-temporal and
multi-temporal change detection, we observe that our model
shows better capability to identify the semantic changes
in the complex scenes and indicates the newly constructed

roads and buildings. For disaster assessment, over optical
and SAR imagery, our model has better capability to iden-
tify the underlying structure and performs better for disas-
ter understanding. In addition, over RGB+NIR and S2 im-



Could you please provide the 
caption for the input image?

[identify] What object is in this 
location [0, 53, 13, 57, 9]

1 vehicle at left

1 car at left

1 ship at the left

1 vehicle at left

[identify] ] what object is in this 
location [20, 80, 25, 99, 26]

1 vehicle at bottom left

1 car at right

1 medium car at the bottom left

1 vehicle at bottom left

[treeclassify] What is the botanical 
species name of this tree? Options: 

Pinus nigra, Picea abies, Larix decidua, 
Pinus sylvestris, Fraxinus excelsior, …

N/A

Pinus nigra

N/A

RGB+NIR

1 airplane at the right

The runway is on bare land next to the   
  grass.

1 airplane at the right

A plane is on the runway beside the     
  grass.

Picea abies

InfraredSAR

EarthDial EarthDialEarthDial EarthDial

InternVL-4B

GPT-4o

GeoChat

InternVL-4B*

GPT-4o

GeoChat

InternVL-4B*

GPT-4o

GeoChat

InternVL-4B

GPT-4o

GeoChat

[changedet] Are there any 
semantic changes detected in 

the provided images?

T0 T1

Many houses are built along the
   roads.

The forest disappears and many 
  houses and roads appear.

The two scenes seem identical.

Houses are built at the right.

EarthDial

Classify from the image. 
 Options: rice fields, mixed forest, 
dunes, sands, burnt areas, coniferous 
forest, water bodies, peatbogs, non-

irrigated arable land, …

Non-irrigated arable land

Mixed forest

Non-irrigated arable land, 
  coniferous forest, mixed forest

Mixed forest

EarthDial

InternVL-4B

GPT-4o

GeoChat

InternVL-4B

GPT-4o

GeoChat

Do these input  
 images present 
 earthquake effects?

Please describe the 
damage observed in the post-

disaster image

There is a disaster

Many buildings have disappeared.

There has been an earthquake      
   that damaged many buildings.

Many buildings in the images.

EarthDial

Pre-disaster Post-disaster

Some building at the top 

[28, 20, 42, 32, 0]

[34, 16, 39, 20, 0]

[30, 32, 45, 45, 90]

T0 T1

No

Yes

No

No

EarthDial EarthDial

Classify the given images. 
Options: water treatment facility, 

lighthouse, aquaculture, port, fire 
station, storage tank, swimming pool  
flooded road, tower, tank, helipad, …

Aquaculture

Flooded road

Port

Flooded road

T0

T3 T4

EarthDial

InternVL-4B

GPT-4o

GeoChat

InternVL-4B*

GPT-4o

GeoChat

InternVL-4B

GPT-4o

GeoChat

InternVL-4B

GPT-4o

GeoChat

Is a small water area present?
[identify] What object is in this 
location [26, 42, 43, 54, 0]

1 building at center

Some building at center

1 medium ship at the center

Some building at center 

[identify] what object is in this 
location [70, 17, 75, 21, 22]? 

1 vehicle at the top

1 vehicle at the top

1 small car at the top right

1 vehicle at the top right

No

No

Yes

Yes

InfraredSAR

EarthDial EarthDialEarthDial

InternVL-4B

GPT-4o

GeoChat

InternVL-4B*

GPT-4o

GeoChat

InternVL-4B*

GPT-4o

GeoChat

Classify from the image. 
 Options: mixed forest, dunes, sands, 

burnt areas, coniferous forest, water 
bodies, transitional woodland/shrub, …

N/A

Coniferous forest

N/A

S2

Coniferous forest, Mixed forest, 
  Transitional woodland/shrub

EarthDial

InternVL-4B

GPT-4o

GeoChat

Classify from the image. 
 Options: low plants, open high-rise, 

water, compact mid-rise, scattered 
trees, large low-rise, dense trees, …

N/A

Scattered trees

N/A

Dense treesEarthDial

InternVL-4B

GPT-4o

GeoChat

1
2

n

S2

1

2

n

SAR

SARSAR

[changedet] Are there any
 semantic changes detected in the 

provided images?

There are no semantic changes detected 
in the provided images

The area includes a mix of natural and 
  man-made features, roads.

Roads and buildings have taken the 
place of grassland across the main road.

Few houses are build.

T0

T3 T4

EarthDial

InternVL-4B

GPT-4o

GeoChat

T2

[refer] Identify the 
destroyed building at top of 

the post-disaster image
Pre-disaster Post-disaster

T1

Figure 3. Illustration of the qualitative comparison of our EarthDial with state-of-the-art VLMs (InternVL-4B [4], GPT-4o [23], GeoChat
[15]). It demonstrates the merits of our approach by performing better under challenging scenarios across multi-modalities, multi-
resolution, and temporal input data. Here, InternVL-4B* indicates that it is trained over GeoChat-Instruct. As existing InternVL2 doesn’t
provide the rotated bounding boxes, for a fair comparison, we finetune the InternVL2-4B on GeoChat-Instruct and compared it with our
EarthDial (only detection-related tasks).

[refer]1 green medium tree at
 the left

[caption] Could you please 
               provide the caption for the   

                 input image?

Several buildings are around a square.

[refer] what object is in this 
location [49, 48, 58, 57, 0]

I vehicle at the center

[treeclassify] What is the botanical
   species name of this tree? Options: 
Quercus rubra, Larix decidua, Pinus 

sylvestris, Fraxinus excelsior, …

[changedet] Are there any 
semantic changes detected in 

the provided images?

Please describe the 
damage observed in the post-

disaster image

There has been a wind disaster, however 
  it did not effect the buildings

EarthDial

Pre-disaster Post-disaster

Classify from the image. 
 Options: rice fields, mixed forest, 
dunes, sands, burnt areas, coniferous 
forest, water bodies, peatbogs, non-

irrigated arable land, …

Dump sites, continuous urban fabric

Classify the given images. 
Options: water treatment facility, 

office building, multi-unit residential, fire 
station, storage tank, swimming pool  
flooded road, tower, tank, helipad, …

Multi-unit residential

T0 T1

T3 T4

RGB+NIR

T0 T1

The two scenes seem identical

[28, 61, 35, 75, 2] Quercus rubra

SAR

EarthDial

EarthDial EarthDialEarthDial

EarthDial

EarthDial

EarthDial

SAR

Figure 4. Illustration of the failure cases of our EarthDial. Our method fails under ambiguous and complex scenarios. For example,
prompting the model to provide the medium tree with the input of many green trees. Similarly, for the change detection task, the model
fails to detect the subtle changes that occurred at the bottom right of the scene due to variations in texture that are not easily distinguishable.

agery, we compare our model with GPT-4o while InternVL-
4B and GeoChat do not support multi-spectral data process-
ing. The qualitative comparison shows that our model has

better capability to handle multi-spectral imagery data and
performs better. Our qualitative comparison demonstrates
the merits of EarthDial by consistently showing better per-



formance on challenging scenarios across different modali-
ties, multi-resolution, and multi-temporal imagery data. In
Fig. 4, we also present the failure cases where EarthDial
fails under complex scenarios. For instance, identifying
green medium tree at the left is difficult because there are
many green trees in the input. Similarly, prompting to iden-
tify the ship provided with the bounding box may cause fail-
ure because the training set includes limited ship informa-
tion compared to the vehicles. Introducing more SAR ship
QA-pairs in the training set might improve the performance.
On the other hand, detecting subtle change regions is diffi-
cult due to the nature of small semantic changes. For tempo-
ral scene classification, since the office building and multi-
unit residential are similar in nature, therefore model might
fail under such complex scenes. Nevertheless, our model
encapsulates the distinctive contextual complexities of di-
verse RS applications and performs better compared to ex-
isting generalized and domain-specific VLMs across differ-
ent modalities, multi-resolution, multi-spectral, and multi-
temporal RS sensor data.
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