
ShowHowTo: Generating Scene-Conditioned Step-by-Step Visual Instructions

Supplementary Material

Overview

In the supplementary material, we first provide dataset col-
lection details and show examples from our dataset in Sec-
tion A. Then, in Section B, we compare our dataset to other
related works and discuss their differences. We provide im-
plementation details in Section C and evaluation details and
analysis of our metrics in Section D. In Section E, additional
quantitative results are provided, and in Section F, we show
a large variety of qualitative results.

A. Dataset Collection Details

Speech transcription: YouTube ASR vs. WhisperX. The
original video transcripts released with the HowTo100M
dataset, generated through YouTube ASR, are known to
contain errors [6, 10]. Following Li et al. [10], we em-
ploy WhisperX [2] to obtain higher-quality transcripts for
narrated instructional videos. As shown in Figure 12, Whis-
perX provides improved transcription quality over YouTube
ASR through better punctuation, fewer transcription errors
(e.g., “Put some aluminum foil in there” vs. YouTube
ASR’s incorrect “it’s a moment of oil in there”), and more
accurate sentence segmentation with timestamps. These im-
provements are essential for our subsequent dataset creation
steps, which rely on accurate transcription.

Details on filtering of irrelevant videos. To address the
presence of non-instructional content in HowTo100M, we
prompt Llama 3 [4] (Llama-3.1-8B-Instruct) to
identify whether videos are instructional or not based on
their transcript excerpts. The full prompt used is shown in
Figure 13.

We validate our approach for video filtering by man-
ually annotating a balanced validation set of 200 videos.
Our approach achieves the false positive rate of 5%
and the false negative rate of 12%, i.e., 95% of non-
instructional videos spuriously present in the HowTo100M
dataset are filtered out by our automatic approach. Ap-
plied to the full HowTo100M dataset, we identified 847K
(68.4%) instructional videos and filtered out 391K (31.6%)
non-instructional content, including product reviews (e.g.,
“Houseplant Unboxing — Steve’s Leaves”), entertainment
videos (e.g., “Don McLean - American Pie (with Lyrics)”),
and personal vlogs (e.g., “Driving to the West, an RV
lifestyle vlog”).

Step extraction details. Our approach uses Llama 3 to ex-
tract the steps from video narrations. This contrasts the re-
lated work [18], which extracts steps from video frames and
uses an image-captioning model to generate step captions.

CLIP SigLIP DFN-CLIP

Peel the roasted peppers once they have cooled down.

Slice the prosciutto into a dinner slice.

Cook the fettuccine pasta and toss it with the cream sauce.

Serve the samosa hot and enjoy!

Apply the tempered glass to the screen, starting from the top edge.

Figure 1. Frame matching comparison across CLIP, SigLIP,
and DFN-CLIP (used in our work). For each method, the figure
shows the best matching frame to the instructional text (shown
below).

We found that the latter approach resulted in captions that
were too brief, high-level, and lacked sufficient detail to dif-
ferentiate adjacent steps.

Figure 14 illustrates our Llama 3 prompt for extract-
ing instructional steps from video narrations, including the
few-shot examples used (truncated to fit into a page; com-
plete prompts will be released with our code). We pro-
cessed videos under 10 minutes long, as longer transcripts
exceeded the context limit of Llama 3 and also degraded
output quality. The model is instructed to generate tem-
porally ordered steps with approximate timestamps using
video transcripts. We filter out malformed results with non-
temporally ordered steps or incomplete descriptions. Ex-
amples of extracted steps are shown in Figure 2.

Cross-modal frame alignment details. For each extracted
step, we find its matching frame in the video using DFN-
CLIP [5] (DFN5B-CLIP-ViT-H-14-378), restricting
the search to frames within the step’s time bounds generated
by Llama 3. We formulate this as a dynamic programming
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Cut a piece of foam into a
triangle shape to resemble

a candy corn.
Round off the rough edges

of the foam triangle.
Paint the whole sponge
with white puppy paint.

Mix yellow and orange
acrylic paint with white

puppy paint for the colors.

Paint the colors onto the
sponge in the order of

white, orange, and yellow.

Optional: Paint a cute
face onto the squishy for

extra kawaii-ness.

Heat olive oil in a pan
and add coarsely pounded

ginger and garlic.
Saute the onions until

they are soft and tender.
Add the tomato puree and

spices to the pan.
Add the cashew paste and

salt to the pan.

Add the boiled eggs and
adjust the consistency of

the curry.

Simmer the curry for 5-10
minutes until all the

flavors get into the eggs.
Garnish the curry with
fresh coriander leaves.

Figure 2. Samples from the ShowHowTo dataset. Each sample (row) is a sequence of textual instructions (top) and the associated visual
instruction images (bottom).

18.05 - 19.53 ✓ Put aluminum foil in the pressure cooker.
28.86 - 29.70 ✓ Create two little rings using the aluminum foil.
38.50 - 40.42 ✓ Place the potatoes in the pressure cooker, above the water.
44.99 - 50.23 ✓ Add 1.5 cups of water to the pressure cooker.
59.85 - 62.05 ✓ Cook the potatoes for 15 minutes, depending on their size.
76.08 - 80.48 ? Remove the potatoes from the pressure cooker and serve.

4.00 - 12.00 ? Put potatoes in the pressure cooker and create steaming rings.
17.00 - 25.00 ? Add one and a half cups of water to the pressure cooker.
19.00 - 27.00 ✓ Place aluminum foil in the pressure cooker.
78.00 - 86.00 ✗ It doesn’t heat up your kitchen.
83.00 - 91.00 ✗ It’s really good for in the summer when you want to have

something like a baked potato.
86.00 - 94.00 ✗ Up anything else.
91.00 - 99.00 ✗ When they’re done, you just pop

96.00 - 104.00 ✗ It’s just going to be steamed.
96.00 - 104.00 ✗ So there it is.

✓ – an instruction with correct approximate timestamp ? – an instruction with incorrect timestamp ✗ – not an instruction

Figure 3. Comparison between textual instructions extracted by our method (left) and the textual instructions from HowToStep [10]
(right) for the same randomly chosen ‘How to bake a potato in the pressure cooker’ video. The original transcript used to produce our
instructions is shown in Figure 12. Our method correctly identifies the key steps in the narrations and summarizes them in step-by-step
instructions. On the other hand, the HowToStep data often contain steps that are not instructions.

problem to find optimal frame-text pairs while preserving
temporal order and maximizing alignment scores.

Although the temporal boundaries generated by Llama 3
are rarely incorrect, narrations do not always align with re-
spect to video frames and can occur slightly before/after the
visuals. To account for the well-known temporal misalign-
ment [6, 10], we expand the temporal boundaries by a fixed
duration of ϵ seconds, increasing the search space for frame
alignment. Through analysis on a small validation set of
manually annotated videos with precise step boundaries, we
found ϵ = 15 seconds yielded a good balance of precision
(the correct frame was selected by DFN-CLIP) and recall
(the correct frame was inside the searched interval).

We use DFN-CLIP over related contrastive models such
as CLIP [14] and SigLIP [22] as we found it superior in cer-
tain cases for matching video frames to instructional steps.
We observed CLIP and SigLIP often exhibited limitations
such as incorrect object state identification (e.g., unroasted
peppers, uncut prosciutto in Figure 1, rows 1-2) and ten-
dency to select blurry or transition frames (Figure 1, rows
2-3). We quantify the quality of the automatically selected
keyframes by a small user study. We manually annotated
keyframes for 100 steps and asked humans to blindly se-
lect whether the manually or automatically selected frame
better corresponds to the text instruction. DFN-CLIP was

preferred in 18% of cases, human annotation was preferred
in 36% of cases, remaining 46% of cases were a tie. This
indicates fairly decent alignment with human judgment.

Dataset Statistics. We analyze the ShowHowTo dataset
statistics in Figures 4 and 5. The dataset encompasses
25K tasks across diverse categories, including Food and
Entertainment, Hobbies and Crafts, etc., derived from
HowTo100M’s task hierarchy. Figure 4 (left) shows the
distribution of these categories in our dataset. Each sam-
ple contains an average of 7.7 steps, with 11.37 words per
step (Figure 4, right). The word clouds in Figure 5 show-
cases common verbs of physical actions like remove, add,
and make, alongside various household objects and materi-
als used in everyday tasks.

B. Relation to Existing Datasets

We show the comparison of related instructional datasets in
Table 1. Early datasets like CrossTask [23] and COIN [19]
are manually curated but small in scale with categorical in-
struction annotations. While recent datasets like HowTo-
Caption [16] have expanded significantly (1.1M sequences),
they provide generic captions rather than instructional text
annotations. Specialized datasets exist for egocentric do-
mains (LEGO [9], Ego4D Goal-Step [17]) and single-step
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Figure 4. Statistics of the ShowHowTo dataset. Left: Distribution of task categories in ShowHowTo dataset. Top-right: Distribution of
the number of steps per sequence. Bottom-right: Distribution of the number of words per sentence.

Figure 5. Word cloud visualizations of verbs (left) and nouns (right) in the textual instructions of ShowHowTo dataset.

instructions (AURORA [8], GenHowTo [18]), but their nar-
row scope limits general applicability.

The two most comparable large-scale multi-step in-
structional datasets to our dataset are WikiHow-VGSI [21]
(100K sequences) and HowToStep [10] (312K sequences).
WikiHow-VGSI, composed of image-step pairs extracted
from WikiHow articles, predominantly contains digitally
drawn illustrations rather than real photos, making it un-
suitable for realistic image generation and very difficult to
scale. On the other hand, HowToStep [10], similarly to us,
leverages HowTo100M videos, but its focus is solely on the
cooking domain, and it contains only temporal video seg-
ments instead of individual representative images. Lastly,
the provided segments are of variable quality, often not be-
ing instructional (see Figure 3 for an example). In com-
parison, the ShowHowTo dataset is both larger in scale and
contains more diverse tasks with higher-quality steps. In
the main paper, we train our model on both WikiHow-VGSI
and HowToStep, showing that training on our dataset results
in models with substantially better generation capabilities.

C. Implementation Details

ShowHowTo implementation details. We initialize our
model with pretrained weights of DynamiCrafter for image
animation [20] and train the model for approximately 100K
steps on four AMD MI250x multi-chip modules (8 GPUs)
with a total of 512 GB of VRAM (64 GB per GPU). We
use the batch size of 16 image sequences at the resolution
of 256×256 pixels. The image sequence length is variable,
ranging between two and eight. We train the model using
AdamW optimizer with a learning rate of 2·10−5. The train-
ing takes approximately 48 hours. During inference, we
generate visual instruction sequences using the DDIM sam-
pler with 50 denoising steps. Both the inference and train-
ing code, along with trained model weights will be made
publicly available.

Implementation details of the related methods. In our
evaluation of the related methods, we use the official imple-
mentations of GenHowTo, AURORA, and InstructPix2Pix
provided by the respective authors. In the case of Gen-
HowTo, we use the action model weights. For StackedDif-
fusion [11], we use the official implementation modified to
replace the first generated image with the noised version of
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Dataset Source Manually Task Visual Scale # Tasks Avg. Visual Type Annotation TypeCurated Domain Domain Steps / Seq.

CrossTask [23] YouTube ✓ Open Open 4.7K 18 7.4 Video Segments Categorical
COIN [19] YouTube ✓ Open Open 10K 180 3.9 Video Segments Categorical
Ego4D Goal-Step [17] Ego4D ✓ Open Egocentric 717‡ 80 23.3 Video Segments Instructions
LEGO [9] Ego4D & EPIC-K. ✗ Open Egocentric 147K - 1.0 Key Frames Instructions
AURORA [8] Multiple ✓ Open Open 289K - 1.0 Key Frames Instructions
GenHowTo [18] COIN & ChangeIt ✗ Open Open 45K 224 2.0 Key Frames Captions
HowToCaption [16] HowTo100M ✗ Open Open 1.1M 23.6K 18.5 Video Segments Captions
HT-Step [1] HowTo100M ✓ Cooking Open 18K 433 5.9 Video Segments Instructions
HowToStep [10] HowTo100M ✗ Cooking Open 312K 14.2K 10.6 Video Segments Instructions
WikiHow-VGSI [21] WikiHow ✓ Open Illustrations† 100K 53.2K 6.0 Key Frames Instructions

ShowHowTo HowTo100M ✗ Open Open 578K 25K 7.7 Key Frames Instructions
† Some examples in the dataset are real photos. ‡ The subset with step annotations.

Table 1. Comparison of instructional datasets. Scale refers to the number of instruction sequences of image-text pairs. Annotation Type
describes the nature of text captions. Visual Type indicates the format of visual content.

the input image in each denoising step, to enable input im-
age conditioning. The work of Phung et al. [13] does not
provide the official implementation at the time of writing;
therefore, we reimplement it using the Stable Diffusion 2.1
model. For the step similarity matrix, we use the matrix
with all values set to one, and similarly to the StackedDif-
fusion model, we replace the first generated image with the
noised version of the input image in each denoising step.

Figure 6. Correlation of our metrics with human preference.
User study results (Win Rate %) highly correlate with our three
metrics—Step Faithfulness, Scene Consistency, and Task Faith-
fulness.

D. Evaluation Details

As described in the main paper, we evaluate our method
using three metrics: Step Faithfulness, Scene Consistency,
and Task Faithfulness. DFN-CLIP [5] (DFN5B-CLIP-
-ViT-H-14-378) is used for the computation of the Step
Faithfulness and Task Faithfulness metrics. Scene Consis-
tency is computed with the averaged spatial patch features
of DINOv2 [12] (dinov2 vitb14 reg). All metrics are
first averaged per sequence before being averaged across the
test set to account for the variable sequence length.

We verify how well the used metrics correlate with hu-
man preference as measured by our user study (see the main
paper). For each evaluation metric, we plot the performance
of all other models against the win rate compared to the
ShowHowTo model from the user study. The results can be
seen in Figure 6, we also show the line of best fit and R2

Method FID↓

InstructPix2Pix [3] 37.8
AURORA [8] 23.2
GenHowTo [18] 28.3
Phung et al. [13] 27.8
StackedDiffusion [11] 34.6
ShowHowTo 12.4

Table 2. Comparison with state-of-the-art using the FID score
on the ShowHowTo test set. ShowHowTo model significantly out-
performs all related methods.

Method Accac

Stable Diffusion [15] 0.51
Edit Friendly DDPM [7] 0.60
InstructPix2Pix [3] 0.55
GenHowTo [18] 0.66
ShowHowTo 0.72

Table 3. Zero-shot evaluation on the GenHowTo dataset ac-
cording to the GenHowTo protocol [18]. The ShowHowTo model
outperforms the prior state-of-the-art with no fine-tuning on the
GenHowTo train set.

value. We find a high correlation across all metrics, espe-
cially so for Scene Consistency and Task Faithfulness, con-
firming that our metrics serve as a good proxy for human
preference.

E. Additional Quantitative Results
FID results. We also evaluate all methods using the FID
score in Table 2. For each input image I0 and the textual
instructions {τi}ni=0 from the ShowHowTo test set, we gen-
erate the sequence {Î}ni=1 of visual instructions. For each
method, its FID score is computed between its generated se-
quences and the source visual instruction sequences {Ii}ni=1

from the test set. Our method generates images that better
match the distribution of real visual instruction sequences.

Zero-shot evaluation on the GenHowTo dataset. In Gen-
HowTo [18], the authors propose to evaluate generative
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Input image
Choose the size of the

frame based on the jersey.

ShowHowTo

Hang the jersey in the
shadow box using straight

pins or a hanger.

ShowHowTo

Input image

Wipe the bumper clean,
taking off the dead bugs

and other debris.

ShowHowTo

Do not buff or scrub hard,
as the product is designed

to make cleaning easy.

ShowHowTo

Input image
Place the kindling inside

your fireplace [...].

ShowHowTo

Light the kindling and let
the fire grow.

ShowHowTo

Input image
Remove lower leaves from

the cuttings.

ShowHowTo

Prepare a pot of compost
with perlite and builders’

sand.

ShowHowTo

Plant the cuttings in the
compost, leaving [...] stem

above the surface.

ShowHowTo

Input image
Apply a few drops of

vegetable oil to the pan.

ShowHowTo

Wipe out the inside of the
pan with the vegetable oil

until it’s shiny.

ShowHowTo

Dry the pan over a
moderate flame.

ShowHowTo

Input image

Take the medium-sized
punch and slip it onto the
folded crease of the paper.

ShowHowTo

Leave a gap at the edge of
the paper, about a fourth

of an inch.

ShowHowTo

Fold the paper over to
create a butterfly shape.

ShowHowTo

Figure 7. Qualitative results of our method for sequences from the test set. Our model can generate both short instructional sequences
(as shown here) as well as long or very long sequences shown in Figures 8 and 9.

Number of generated frames

1 2 3 4 5 6 7

Step Faith. 1.00 0.72 0.59 0.52 0.50 0.50 0.51
Scene Consist. 0.20 0.29 0.43 0.42 0.34 0.36 0.31
Task Faith. 0.30 0.49 0.48 0.45 0.42 0.46 0.37

Table 4. Model’s performance for different lengths of the gen-
erated sequence. The performance is fairly similar across differ-
ent lengths, with a decrease observed for longer sequences.

methods in a downstream application, where the method
generates images of various classes that are then used to
train a simple classifier. The performance of this classifier
is then computed on the real set of images. We show the
results of our method in Table 3. We evaluate our model
as is, i.e., trained on the ShowHowTo dataset without any
additional training or fine-tuning. We report the action ac-
curacy metric Accac, which evaluates whether our gener-
ated visual instruction images can be used for downstream
application of classifying actions. Note that this metric is
image-based and does not evaluate sequences. Nonethe-
less, ShowHowTo improves over the previous state-of-the-
art from [18] by 6 percentage points.

Variable sequence length generation analysis. Our model
generates sequences of variable length. We analyze the per-
formance of the model for various sequence lengths in Ta-
ble 4. Except for the degenerative case with one frame, the

Task category Step Scene Task AverageFaithf. Consist. Faithf.

Cars & Other Vehicles 0.34 0.37 0.58 0.43
Education and Communications 0.37 0.55 0.24 0.39
Food and Entertaining 0.67 0.24 0.40 0.44
Health 0.29 0.56 0.46 0.44
Hobbies and Crafts 0.39 0.46 0.41 0.42
Holidays and Traditions 0.56 0.35 0.52 0.48
Home and Garden 0.40 0.41 0.38 0.40
Pets and Animals 0.48 0.41 0.39 0.43
Sports and Fitness 0.36 0.42 0.55 0.44

Table 5. Model’s performance for different task categories.
Task categories with only a few sequences not shown.

performance is fairly similar across different lengths, with
a decrease observed for longer sequences.

Per-task performance analysis. We report the perfor-
mance of our model in various HowTo100M task categories
in Table 5. We observe that the performance is significantly
dependent on the task distribution in the dataset. In de-
tail, for the Step Faithfulness metric, the best performance
is achieved in cooking tasks because of plentiful training
data and clear, visually distinct steps. On the other hand,
for Scene Consistency, the cooking tasks perform the worst
as the matching is done across the whole dataset, where
a large portion is cooking with many similar scenes and
frames. Additionally, the cooking tasks contain many close-
up scenes without any scene background that can be used
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for matching the generated images to the correct sequence.
The best Scene Consistency is achieved for tasks in the
Health and the Education categories due to the uniqueness
of the sequences in those categories.

F. Additional Qualitative Results

Additional qualitative results. We show additional quali-
tative results in Figures 7, 8, and 9. We show our method
can correctly generate sequences of visual instructions ac-
cording to the input images and prompts. In Figure 9, we
demonstrate our method can generate long instructional se-
quences while preserving consistency with the input image.
Additionally, in Figure 7, we show our model can also gen-
erate shorter sequences.

Additional qualitative comparison with related work.
We show additional comparison with related work on the
task of creating paper flowers in Figure 11. We can see our
method not only correctly captures the scene, which is not
the case for the method of Phung et al. [13] and Stacked-
Diffusion [11], but the model faithfully follows the input
prompts, generating useful visual instructions for the user.

Failure modes. We show some limitations of our method,
as described in the main paper, in Figure 10. Our model
can struggle with objects that are not common in the train-
ing data, such as engine cylinders and tools such as razor
blades. Additionally, the model can make errors in sce-
narios where object states need to be tracked and updated
across multiple frames, such as after cooking meat, the
meat’s state must be changed from raw to cooked, etc.
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Input image

Add almond flour, protein
powder, and baking powder

to the mixture and mix.

ShowHowTo

Prepare the baking sheet
and parchment paper.

ShowHowTo

Roll out the dough into a
rectangle shape.

ShowHowTo

Add ingredients to the hot
pockets, such as tomato

paste, bacon, and cheese.

ShowHowTo

Fold the dough over the
ingredients and seal the

hot pocket.

ShowHowTo

Bake the hot pockets in a
400°F oven for 20 minutes.

ShowHowTo

Input image
Fold the bottom edge up to

the middle crease.

ShowHowTo

Rotate the paper 90
degrees and fold the left

and right edges [...].

ShowHowTo

Fold the top edge down to
the middle crease again.

ShowHowTo

Flatten the paper and
crease the edges to create

a triangle.

ShowHowTo

Move the flaps to create
the pinwheel shape.

ShowHowTo

Assemble the pinwheel
and attach a pushpin to the

center.

ShowHowTo

Input image
Stir in the mesophilic

starter.

ShowHowTo

Let the curds sit for 45
minutes.

ShowHowTo

Cut the curds into
half-inch cubes.

ShowHowTo

Heat the curds to 100
degrees.

ShowHowTo

Drain the whey and wrap
the curds in cheesecloth.

ShowHowTo

Let the cheese drain for
about an hour.

ShowHowTo

Input image
Add beaten egg and water

to the mixture.

ShowHowTo

Add the green onions,
sharp cheddar cheese, and

[...] sausage to the mixture.

ShowHowTo

Salt and pepper the
mixture.

ShowHowTo

Spray the muffin pan and
fill each one about

2/3 full of the mixture.

ShowHowTo

Set the oven to bake at
350-400°F and bake for 18

minutes.

ShowHowTo

Check the muffins after 20
minutes and let them cool

for 5 minutes.

ShowHowTo

Input image

Cook the mushrooms in a
pan with olive oil and

butter.

ShowHowTo

Add garlic to the
mushrooms and cook for 2

minutes.

ShowHowTo

Add spinach to the
mushrooms and cook until

wilted.

ShowHowTo

Poach an egg in simmering
water for 3 minutes.

ShowHowTo

Make the hollandaise sauce
by mixing an egg yolk, [...]

lemon juice, and butter.

ShowHowTo

Assemble the dish by
placing the filling on

toast, adding the egg, [...].

ShowHowTo

Figure 8. Additional qualitative results of our method for sequences from the test set. Given the input image (left) and the textual
instructions (top), ShowHowTo generates step-by-step visual instructions while maintaining objects from the input image.

[22] Xiaohua Zhai, Basil Mustafa, Alexander Kolesnikov, and
Lucas Beyer. Sigmoid loss for language image pre-training.
In ICCV, 2023. 2

[23] Dimitri Zhukov, Jean-Baptiste Alayrac, Ramazan Gokberk
Cinbis, David Fouhey, Ivan Laptev, and Josef Sivic. Cross-
task weakly supervised learning from instructional videos.
In CVPR, 2019. 2, 4
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Input image Add salt and mix well.

ShowHowTo

Gradually add flour until
a soft dough forms.

ShowHowTo

Knead the dough for 5
minutes.

ShowHowTo

Let the dough rise for 30
minutes.

ShowHowTo

Roll out the dough to 15
inches long and half an

inch thick.

ShowHowTo

Cut off a slice of dough
and roll it out to 15 in
long and 0.5 in thick.

ShowHowTo

Make a pretzel shape by
folding the dough and

pinching the ends.

ShowHowTo

Dip the pretzel in a
solution and then place it
on a greased baking sheet.

ShowHowTo

Repeat the process until
all dough is used up.

ShowHowTo

Bake the pretzels for 7-8
minutes or until soft and
not hard on the bottom.

ShowHowTo

Serve the pretzels warm or
at room temperature.

ShowHowTo

continuation
of the top row

Input image
Chop the banana into

chunks.

ShowHowTo

Add the banana chunks to a
food processor or blender.

ShowHowTo

Blend the banana until it
breaks down and becomes

smooth.

ShowHowTo

Add almond milk as the
liquid base to the

blender.

ShowHowTo

Add half the banana to the
blender.

ShowHowTo

Add peanut butter to the
blender.

ShowHowTo

Blend the mixture until it
becomes smooth and creamy.

ShowHowTo

Add a layer of peanut
butter on top of the ice

cream.

ShowHowTo

Top the ice cream with a
final touch of almond

milk.

ShowHowTo

Pop the ice cream into a
container and put it in

the freezer.

ShowHowTo

Enjoy your delicious paleo
vegan ice cream.

ShowHowTo

continuation
of the top row

Figure 9. Qualitative results of our method for sequences from the test set. Our model can generate long sequences of visual instructions
while being consistent with the input image and the text prompts.

Input image

Scrape excess material off
the cylinder head using a
razor blade and scraper.

ShowHowTo

Block sand the cylinder
head to achieve a smooth,

even surface.

ShowHowTo

Input image

Cook the chicken in a pan
with oil until it’s fully

cooked and slightly charred.

ShowHowTo

Rest the chicken and then
cut it into chunks.

ShowHowTo

Figure 10. Failure modes. The model can struggle with rare objects and tools (left), or it can fail to update object states after state-changing
actions (right).
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Input image
Apply the Silk Microfine
Glitter to the cardstock.

Use a release sheet to
apply the glitter.

Polish the glitter to
ensure it adheres well.

Die cut the glittered
cardstock to create the

flower shape.

Emboss a piece of soft
finish cardstock and add

ink to it.

Assemble the card using
the glittered flowers, [...]

and other embellishments.

ShowHowTo ShowHowTo ShowHowTo ShowHowTo ShowHowTo ShowHowTo

So
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To
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Figure 11. Additional qualitative comparison using the input image (left) and the textual instructions (top) for the task of making a
cardboard flower with glitter. Only ShowHowTo can produce convincing steps while preserving the input scene.
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0.50 - 2.60: Hi, it's Matthew in his pressure cooker again.
2.60 - 6.09: And today I'm going to make baked potatoes in the

pressure cooker.
6.09 - 11.71: Obviously they're not baked potatoes, just an easy way

to make something like a baked potato.
11.71 - 13.29: It's basically going to be steaming them.
13.29 - 18.05: So I use my aluminum foil trick.
18.05 - 19.53: Put some aluminum foil in there.
19.53 - 27.84: Now a lot of pressure cookers do come with standoffs so

that you can put things in where they're sitting above
the water.

28.86 - 29.70: I'm going to make two little rings.
29.70 - 38.50: I'm going to take my potatoes, put them in so that

they're going to be steamed nicely.
38.50 - 40.42: Because you don't want to actually boil them.
40.42 - 42.28: You want to steam them.
42.28 - 44.99: And I've got my cup and a half of water.
44.99 - 50.23: I'll just dump that in.
50.23 - 52.27: See what I've got in here?
52.27 - 53.47: So they're just sitting there.
53.47 - 54.31: They're above the water.
54.31 - 57.49: Now, the amount of time varies quite a bit.
59.85 - 62.05: For these ones I'm going to put them in for about 15

minutes.
62.05 - 63.76: Smaller potatoes maybe a little bit less.
63.76 - 65.02: Larger potatoes a little bit more.
65.02 - 68.52: The nice thing about this is it doesn't tie up anything

else.
68.52 - 69.90: It doesn't heat up your kitchen.
69.90 - 73.88: It's really good for in the summer when you want to have

something like a baked potato.
73.88 - 75.48: It's just going to be steamed.
75.48 - 76.08: So there it is.
76.08 - 76.94: 15 minutes.
76.94 - 80.48: When they're done you just pop them out and eat them

like a normal baked potato.
80.48 - 81.47: I hope you find this useful.
81.47 - 87.93: If you want to hear more ideas or have any questions

leave a comment, send me an email and I'll see what I
can do for you.

89.45 - 92.67: I hope you're enjoying your pressure cooker as much as
I'm enjoying mine.

92.67 - 93.92: Bye.
93.92 - 96.84: And here we go.
96.84 - 101.70: I'll pull it out.
101.70 - 104.60: There is the baked potato or steamed potato actually.
104.60 - 107.52: It's nice and it's pretty dry on the outside.
108.55 - 110.37: Just cut it open.
110.37 - 112.43: It's nice and soft.
112.43 - 115.07: Well cooked on the inside.
115.07 - 117.41: Great to cook it up however you're going to make a meal.
117.41 - 119.35: If you're going to eat it like a traditional baked

potato.
119.35 - 121.63: If you're going to use it for potato salad or whatever.
121.63 - 123.79: I hope you enjoyed it.
123.79 - 126.75: If you want to see any other ideas, check my channel.
126.75 - 128.35: See what other things I've got posted.
128.35 - 134.16: If you've got ideas that you don't know how to do,

send me an email or leave a comment and I'll see what I
can do.

134.16 - 134.70: Hope you enjoyed it.
134.70 - 135.04: Bye.

hi it's math units pressure cooker again
and today I'm going to make baked
potatoes in the pressure cooker
obviously they're not baked potatoes
just an easy way to make something like
a baked potato it's basically going to
be steaming them so I use my aluminum
foil trick yeah it's a moment of oil in
there now a lot of pressure cookers do
come with standoffs but you can cook
eggs in where they're sitting above the
water and make two little rings I'm
going to take my potatoes put them in so
they're going to be steamed nicely
because you don't want to actually boil
them on it you want to see them and go a
cup and half water I'll just dump that

in see see what I've got in here so
they're just sitting there they're above
the water now the amount of time varies
quite a bit for these ones I'm going to
put them in for about 50 minutes smaller

potatoes may be a little bit less larger
potatoes a little bit more a nice thing
about this is it doesn't tie up anything

else doesn't heat up your kitchen it's
really good for in the summer when you
want to have a something like a baked
potato it's just going to be steamed so
there it is 15 minutes when they're done

you just pop them out and eat them like
a normal baked potato I hope you find
this useful if you want to hear more
ideas or have any questions leave a
comment send me an email and I'll I'll
see what I can do here enjoy your I hope
you're enjoying your pressure cooker as
much as I've enjoyed mine bye and here

we go hold it there is Becky or steamed

potato actually placing some pretty dry
on the outside just cut it open it's

nice and nice this off well cooked on
the inside great to cook it up however
you're going to make me know if you need
it like a traditional baked potato we're

going to use it for potato salad or
whatever I hope you enjoyed it if you
want to see any other ideas so, check my
channel see the other things I've got
posted you've got ideas so that you
don't know how to do send me an email or
leave a comment and I'll see what
you do hope you enjoyed it I

Figure 12. Comparison between WhisperX [2] speech transcription (left) and YouTube ASR (right) for the same ‘How to bake a potato
in the pressure cooker’ video. In contrast to YouTube ASR, WhisperX can correctly split the narrations into individual sentences. It also
makes significantly fewer errors; for example, it correctly recognizes that the potatoes should be cooked for 15 minutes, not 50 minutes
(timestamp 59.85).
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Prompt for filtering non-instructional videos

Based on the following video title and partial transcript segment, determine if the video is instructional in nature, where “instructional” means
it involves actively demonstrating or teaching how to perform a specific task or activity with physical steps (e.g., cooking a recipe, repairing
something, crafting, etc.). Respond with ‘Yes’ if the video is actively demonstrating or teaching how to perform a specific task, or ‘No’ if it is not.
Then provide a single sentence explanation.

Examples of instructional videos:
• How to Bake a Chocolate Cake
• Repairing a Leaky Faucet
• Learn to Knit a Scarf

Examples of non-instructional videos:
• Discussing Fashion Trends
• Product Reviews and Opinions
• A Vlog of My Daily Life

Example 1:
Video Title: Red Dead Redemption 2 - Herbert Moon and Strange man Eastereggs In Armadillo [SPOILERS]
Video Transcript: “oh you’re back I feared the worst it’s all here waiting for you who’s that I don’t know it’s just a little portrait somebody gave
me once I always quite liked it why no reason just seem familiar anyway this area is closed to the public if you want to shop here you better act
right move you long streak of piss who do you think you are for God’s sake get out you degenerate you blew it get out of my store if you don’t leave
there will be problems okay okay stay calm oh you’ll (...)”
Is this video actively demonstrating or teaching how to perform a specific task? No
Explanation: The video is not actively demonstrating or teaching how to perform a specific task; it appears to be showcasing or discussing Easter
eggs in the game Red Dead Redemption 2.

Example 2:
Video Title: Fantastic VEGAN Cupcakes with Raspberry Frosting
Video Transcript: “hey there I’m chef Annie and tomorrow is Valentine’s Day so we are making some extra special cupcakes for this occasion can
you believe that we have not made cupcakes on this channel it’s about time so today I’m going to show you how to present these cupcakes so they
look impressive and absolutely beautiful so enough copy let’s cook it so we’re going to start by mixing together our wet ingredients (...)”
Is this video actively demonstrating or teaching how to perform a specific task? Yes
Explanation: The video actively demonstrates and teaches how to make vegan cupcakes with raspberry frosting, as indicated by the detailed steps
and instructions given by the chef.

Example 3:
Video Title: How To: Piston Ring Install
Video Transcript: “hey it’s Matt from how to motorcycle repair comm just got done doing a top end on a YZF 250 or yz250 F and I thought I’d do
a quick video on how to install a piston ring the easy way now I’ve done this in the past too but most people will take the ends here and spread it
and put it on but you can potentially damage the ring so an easier way to do that is just to take this right here incident in the groove that you need
then you bend one up (...)”
Is this video actively demonstrating or teaching how to perform a specific task? Yes
Explanation: The video is actively demonstrating or teaching how to install a piston ring, which is a specific task.

Example 4:
Video Title: Best gas weed eater reviews Husqvarna 128DJ with 28cc Cycle Gas Powered String Trimmer
Video Transcript: “guys i’m shanley today i’m going to tell you about this straight shaft gas-powered trimmer from husqvarna this trimmer runs
on a 28 CC two cycle engine it features 1.1 horsepower and a three-piece crankshaft it also has a smart start system as well as an auto return to
stop switch and this trimmer is air purge design for easier starting it has a 17 inch cutting path (...)”
Is this video actively demonstrating or teaching how to perform a specific task? No
Explanation: This video is reviewing the features of a gas-powered trimmer rather than actively demonstrating or teaching how to use it.

Now, determine if the following video is instructional in nature:
Video Title: {Input video title}
Video Transcript: {Input video transcript}
Is this video actively demonstrating or teaching how to perform a specific task?

Figure 13. Prompt used for filtering non-instructional videos using Llama 3. Transcript excerpts are truncated for clarity, the full prompt
will be released with the code.

11



Prompt for step extraction from an instructional video

Below are transcripts from YouTube instructional videos and their corresponding extracted steps in a clear, third-person, step-by-step format
like WikiHow. Each step is concise, actionable, and temporally ordered as they occur in the video. The steps include start and end times-
tamps indicating when the steps are carried out in the video. Follow this format to extract and summarize the key steps from the provided transcript.

Example 1:

YouTube Video Title: “BÁNH TÁO MINI - How To Make Apple Turnovers — Episode 11 — Taste From Home”

YouTube Video Transcript:
00.87 - 07.79: “Hey little muffins, today we will make together a super easy, quick and delicious apple turnovers.”
07.79 - 09.35: “40 minutes for all the process.”
09.35 - 11.95: “Seriously, can someone deny them?”
11.95 - 13.63: “Ok, let’s begin.”
13.63 - 18.82: “First of all, combine the apple cubes, lemon juice, cinnamon and sugar in a bowl.”
26.69 - 29.59: “Mixing, mixing, mixing.”
29.59 - 32.62: “Apple and cinnamon always go perfectly together.”
32.62 - 43.52: “Now using a round cutter or glass like me, cut 15 rounds from the pastry sheet.”
57.86 - 64.99: “Here comes the fun part.”
64.99 - 69.97: “Spoon about 2 teaspoons apple mixture in the center of one round.”
69.97 - 74.41: “Using your fingers, gently fold the pastry over to enclose filling.”
88.47 - 104.48: “After that, use a fork and press around the edges to seal and make your apple turnovers look more beautiful.”
104.48 - 105.84: “This is how it looks like.”
109.99 - 113.53: “I will show you one more time to make sure that you understand the technique.”
113.53 - 117.20: “And if you still find my apple turnovers too ugly, I’m really sorry.”
(...)

Extracted Steps:

[{ "WikiHow Title": "How to Make Apple Turnovers" },
{ "steps": [
{ "step": 1, "instruction": "Combine apple cubes, lemon juice, cinnamon, and sugar in a bowl

.", "start_timestamp": 13.63, "end_timestamp": 18.82 },
{ "step": 2, "instruction": "Mix the ingredients thoroughly.", "start_timestamp": 26.69, "

end_timestamp": 29.59 },
{ "step": 3, "instruction": "Cut 15 rounds from the pastry sheet using a round cutter or a

glass.", "start_timestamp": 32.62, "end_timestamp": 43.52 },
{ "step": 4, "instruction": "Spoon about 2 teaspoons of the apple mixture into the center of

one round.", "start_timestamp": 64.99, "end_timestamp": 69.97 },
{ "step": 5, "instruction": "Gently fold the pastry over to enclose the filling using your

fingers.", "start_timestamp": 69.97, "end_timestamp": 74.41 },
{ "step": 6, "instruction": "Press around the edges with a fork to seal and beautify the

turnovers.", "start_timestamp": 88.47, "end_timestamp": 104.48 },
{ "step": 7, "instruction": "Repeat the technique until all turnovers are formed.", "

start_timestamp": 109.99, "end_timestamp": 113.53 },
{ "step": 8, "instruction": "Lightly beat one egg in a small bowl.", "start_timestamp":

151.62, "end_timestamp": 157.46 },
{ "step": 9, "instruction": "Egg wash the apple turnovers to give them a gorgeous light brown

color after baking.", "start_timestamp": 157.46, "end_timestamp": 164.10 },
{ "step": 10, "instruction": "Bake the apple turnovers at 180°C for 18-20 minutes until golden

.", "start_timestamp": 164.10, "end_timestamp": 174.87 },
{ "step": 11, "instruction": "Enjoy the freshly baked apple turnovers.", "start_timestamp":

178.17, "end_timestamp": 185.55 }]}]

Example 2: (...)

Now, extract the steps from the following transcript:

YouTube Video Title: {Input video title}

YouTube Video Transcript: {Input video transcript}

Extracted Steps:

Figure 14. Prompt used for generating instructional steps with start-end timestamps using Llama 3. The prompt is truncated for clarity, the
full prompt will be released with the code.
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