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1. Additional Results

To show the input-output correspondence in terms of dance-
music beats and the quality of generated music of PN-
Diffusion and baseline methods (CDCD [1] and LORIS [2]),
we provide complementary qualitative demos of these three
methods in the Supplementary Material, where the dance
segments corresponding to different times are similar. By
comparing these dance videos, we can easily draw the con-
clusion that the performance of PN-Diffusion in generating
highly-synchronized and high-quality music for the given
dance video is better than baseline methods. In details, for
both CDCD and LORIS, they mainly produce music that is
merely a collection of rhythmic sounds and is significantly
different from the actual music needed. In contrast, the mu-
sic generated by our method(PN-Diffusion) is more in line
with real-world requirements.
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