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Exploring Historical Information for RGBE Visual Tracking with Mamba

Supplementary Material

1. Robustness Performance on FELT683

Attributes. We also perform analysis of various challeng-684
ing attributes, such as illumination variation, motion blur,685
out-of-view, etc. As shown in Figure 1, our MamTrack also686
achieves the best tracking performance in the most extreme687
scenarios, demonstrating improved robustness.

Figure 1. SR (left) and PR (right) scores of different attributes on
the FELT dataset.

688
Visualization. Additionally, we provide a visual com-689

parison across three representative challenging conditions690
on the FELT dataset to demonstrate MamTrack’s ability to691
accurately locate the target in long-term sequences (over692
3000 frames). As shown in Figure 2, our method effectively693
utilizes multimodal information to minimize environmental694
interference, such as illumination changes and background695
distractions. Furthermore, when the target moves out of696
view, historical cues enable our method to recall the tar-697
get’s appearance and past motion trends, thereby accurately698
relocating the target.699

2. Details of Fusion Mamba module700

Network SR (%) PR(%)
A FM Bi-Scan → FM Forward-Scan 60.5 78.0
B FM CMS → CMS Variant 60.4 77.6
C FM → Cross-Attention 60.8 78.1
D FM → Bi-Adapter 61.1 78.6
E MamTrack(Ours) 61.6 79.2

Table 1. Exploring the effectiveness of our method in the scanning
scheme (A) and fusion architectures (B-D).

2.1. Impact of Scanning Scheme701

The vanilla scanning scheme [3] of Mamba was originally702
designed for handling 1-D sequence tasks, scanning tokens703

in a single direction (forward), which is not suitable for 2- 704
D vision tasks. To balance efficiency and performance, we 705
adopt the 2-D bidirectional scanning method proposed in 706
Vim [7] for better spatial information modeling, as shown 707
in Figure 3. To verify the effectiveness of our bidirec- 708
tional scanning scheme, we conducted additional experi- 709
ments comparing the vanilla scanning scheme with ours. As 710
shown in Table 1 A, when the model scans tokens in a single 711
direction, the earlier tokens in the sequence fail to capture 712
the relationships with later tokens, leading to a loss of spa- 713
tial context information. Consequently, the Success Rate 714
and Precision Rate drop by 1.1% and 1.2%, respectively. 715

2.2. Impact of Fusion Architecture 716

Similar to other Transformer-based multimodal approaches, 717
several recent works [4–6] have adopted the global-aware 718
Mamba architecture to fuse multimodal information. While 719
there are minor differences among these approaches, their 720
method of fusing multimodal information in SSM is funda- 721
mentally similar. For instance, considering the RGB modal- 722
ity, given the RGB search tokens HR,x

n in the n-th layer, 723
their approach is defined as follows: 724

XR,x
n = L(N (HR,x

n )), ZR,x
n = σ(L(N (HR,x

n ))), (1) 725

Y ′,R = SSMf (ψ(X
R,x
n )) + SSMb(ψ(X

R,x
n )), (2) 726

Y R,x
n = L(N (Y ′,R ⊙ ZR,x

n + Y ′,E ⊙ ZR,x
n )) +HR,x

n .
(3)

727

Unlike our approach, they use modality-specific gating 728
signals ZR,x

n to guide the interaction between modalities 729
and then fuse them additively. However, this additive fu- 730
sion scheme overlooks the significant modality information 731
gap, leading to additional noise for modality-specific fea- 732
tures. As illustrated in Figure 4, we conducted additional 733
experiments by designing a CMS variant of such scheme. 734
Table 1 B shows that this scheme results in a drop in Preci- 735
sion Rate (PR) and Success Rate (SR) by 1.2% and 1.6%, 736
respectively, thereby highlighting the advantages of our ap- 737
proach. Furthermore, we explore two commonly used fu- 738
sion architectures in multimodal vision tasks to explain how 739
our fusion mechanism is well-suited for the RGBE track- 740
ing task. One approach is the Transformer-based Cross At- 741
tention used in CrossViT [2], and the other is the MLP- 742
based efficient bidirectional adapter proposed in BAT [1]. 743
As shown in Table 1 (C and D), the lack of a selective token 744
interaction scheme in these approaches, fails to bridge the 745
significant distribution gaps between different modalities, 746
resulting in a drop in tracking performance. 747
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Figure 2. Ground truth of event data (left), ground truth of RGB data (middle), and the MamTrack score map (right) on the FELT dataset
under three long-term challenging conditions.

Figure 3. Visualization of the scanning scheme in different mod-
ules of FusionMamba: (i) Forward (top) and backward (bottom)
scanning in the TAS module, and (ii) Forward (top) and backward
(bottom) scanning in the CMS module.

Figure 4. Variant of our Cross-Modality Scan module
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