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Overview

In this supplementary material, we first provide additional quantitative results, specifically the outcomes of non-reference
image quality assessments, detailed in Section 1. We then present the details of our proposed RVDT dataset in Section 2 and
the proof of Theorem 1 in Section 3. Moreover, we present extensive visual comparisons among existing video deraining
methods in Section 5.

1. Non-reference Quality Assessment on Real-world Unpaired Data
In the absence of ground truths for the rainy videos in the real-world test set of NTURain [1], we evaluate the qualitative
performance using non-reference image quality assessment metrics, namely NIQE [7] and BRISQUE [6], computed on a
randomly selected subset of 20 frames.

The results, presented in Table 1, clearly demonstrate that our method achieves superior image quality across both metrics.
Additional visual examples are provided in Section 5.

Table 1. The metrics comparison of real-world rain streak removal for non-reference quality assessment on the real videos of NTURain [1].

Input FastDerain [5] S2VD [14] ESTINet [15] MFGAN [13] RainMamba [11] Ours

NIQE↓ 3.32 4.47 4.51 4.49 4.33 4.45 2.94
BRISQUE↓ 20.21 21.49 22.87 23.43 22.39 22.69 16.81

2. Details of Our Proposed RVDT Dataset
Our RVDT is annotated using the open annotation tool, LabelMe [9]. Sample frames and statistics are presented in Fig. 1
and Tab. 2.

3. Proof of Theorem 1
Proof. We compute the sub-differential of the mean absolute deviation for the set as
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Table 2. The statistics of the proposed RVDT.

Class Count Unique Class Count Unique

car 11180 167 handbag 350 1
person 9505 99 bus 283 5

motorbike 5931 76 aeroplane 229 1
umbrella 2840 24 traffic light 148 4

truck 1269 14 boat 130 1
cow 573 8 backpack 122 2

bicycle 402 5 train 115 1

Frame 1 of video 1 Frame 2 of video 1 Frame 1 of video 2 Frame 2 of video 2

Figure 1. 4 sample frames of real-world rainy sequences in RVDT.

It equals zero when x = median(G).

4. Single Image Deraining
To evaluate VDMamba’s capability for single-image deraining, we further apply the spatial-branch-only variant, VDMamba-
Single, to a real-world rainy image dataset, Internet-Data [10].

The visual comparisons between our model and the recent single-image deraining method, DRSformer [2], are presented
in Figure 2. As depicted, our method demonstrates superior visual quality in real-world deraining scenarios.

5. More Visual Comparisons
In this section, we provide additional samples for visual comparison on rain-degraded video datasets. These include Figures 3
to 9 from NTURain [1], Figures 10 to 13 from our RVDT dataset, and Figures 14 to 15 sourced from the Internet.

For the evaluation of object detection and tracking in real-world rainy scenes, we assess various rain streak removal
methods on real rainy videos from our RVDT dataset and present visual comparison results in Figures 16 to 22.

As illustrated, our VDMamba consistently achieves superior visual quality on real-world rainy video datasets and demon-
strates the most significant improvements for downstream tasks.



(a) Input (b) DRSformer [2] (c) Ours
Figure 2. Visual comparisons of real-world single image deraining on Internet-Data [10]. The results of ours are generated by our
VDMamba-single.



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 3. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 4. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 5. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 6. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 7. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 8. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 9. A visual comparison of real-world video deraining on NTURain [1].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 10. A visual comparison of real-world video deraining on RVDT.



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 11. A visual comparison of real-world video deraining on RVDT.



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 12. A visual comparison of real-world video deraining on RVDT.



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 13. A visual comparison of real-world video deraining on RVDT.



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 14. A visual comparison of real-world video deraining on a real-world rainy video from Internet.



(a) Input (b) MSCSC [4]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 15. A visual comparison of real-world video deraining on a real-world rainy video from Internet.



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 16. A visual comparison of object detection on RVDT using YOLOv3 [8].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 17. A visual comparison of object detection on RVDT using YOLOv3 [8].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 18. A visual comparison of object detection on RVDT using mega [3].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 19. A visual comparison of object detection on RVDT using mega [3].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 20. A visual comparison of object tracking on RVDT using GTR [16].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 21. A visual comparison of object tracking on RVDT using GTR [16].



(a) Input (b) SLDNet [12]

(c) FastDerain [5] (d) DRSformer [2]

(e) ESTINet [15] (f) MFGAN [13]

(g) RainMamba [11] (h) Ours
Figure 22. A visual comparison of object tracking on RVDT using GTR [16].
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