Towards General Visual-Linguistic Face Forgery Detection

Supplementary Material

Overview of Supplementary Materials

This supplementary material provides additional details and
experimental results to support our main paper. It is orga-
nized as follows:

» Section A details the FFTG algorithm’s forgery type de-
cision criteria and procedures.

* Section B presents additional experimental results on
cross-manipulation and multi-source evaluation.

* Section C describes the dataset details and training proto-
cols.

» Section D provides comprehensive visualizations includ-
ing attention maps, annotation comparisons, and LLaVA
responses.

* Section E explains the prompt design and implementation
details.

A. Details of FFTG

This section mainly introduces the details of the forgery
type decision in the FFTG algorithm.

Color Difference. This phenomenon occurs in the face
swap when the color of the source and target face has a dras-
tic difference. Inspired by the color transfer [9], we leverage
the distance of the average channel-wise mean and variance
of the real and fake regions in the Lab color space to de-
termine whether there exists a color difference. The Lab
color space minimizes correlation between channels, which
helps reduce the impact of changes in a certain channel on
the overall color. The pseudocode is shown in Alg. 1, split
represents dividing the channel of the image, Lab denotes
converting the RGB color space into Lab space.

Blur. There exists local blurring in forgery faces due to
the instability of the generated model or blending operation.
To quantify such phenomena, we make use of the Lapla-
cian image, which can reflect the sharpness of image edges.
Specifically, as shown in Alg. 2, we compute the variance
of the real and fake images of the selected region after the
Laplacian operator, and if the value of the real is larger than
the fake one and their difference is greater than a certain
threshold, we define this part as blurred. The Laplacian(.)
represents the Laplacian operator, var(.) means calculating
the variance of the input image.

Structure Abnormal. We observed that compared with
normal faces, some organs of fake faces will be obviously
deformed. To metric such structure deformable, we use the
Structural Similarity (SSIM) index difference between real
and fake images of the selected region R to decide whether
the chosen region has a structure abnormal or not, which de-
tails in Alg. 3.

Algorithm 1 Color Difference Decision

Input: Real image selected region R, (i, ), fake image se-
lected region R, (is), mean threshold 67, standard de-
viation thresholdf?

R (ir)/ , R (if)/ = Lab(R;(ir)), Lab(Rs(if))

Ly, ap, by = split(Rs(iy)")

Ly,az, by = split(Ry(is))

L™ = ||mean(L,) — mean(Ly)||2

a™ = ||mean(a,) — mean(ay)||2

b™ = ||mean(b,) — mean(bys)||2

L5 = [[std(Ly) — std(Ly)]l2

:a® = ||std(a,) — std(ay)||2

2 b% = ||std(b,) — std(by)]|2

m=L"+a™+b™)/3

cs=(LF +a° +b%)/3

12: if m > 67" and s > 6; then

13: Return True

14: else

15: Return False

16: end if
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Algorithm 2 Blur Decision

Input: Real image selected region Rs(i,), fake image se-
lected region R, (i), variance threshold 6}

1: r_var = var(Laplacian(Rs(i,)))

2. fovar = var(Laplacian(Rs(if)))

3. if rovar > f_var and (r_var — f_var) > 6y then
4: Return True

5: else

6: Return False

7: end if

Texture Abnormal. It has been proved that the generator
typically correlates the values of nearby pixels and cannot
generate as strong texture contrast as real data [8], leading
to texture differences in some forgery regions. Similar to
the Gram-Net [8], we leverage a texture analysis tool-the
contrast of Gray-Level Co-occurrence Matrix (GLCM) [4],
formed as Cy. Larger C reflects stronger texture contrast,
sharper and clearer visual effects. Inversely, a low value
Cy means the texture is blurred and unclear. We define a
forgery region as texture abnormal when the C; of the real
is larger than the fake one beyond the threshold. The algo-
rithm is shown in Alg. 4, where GLC M represents the av-
erage Gray-Level Co-occurrence Matrix of the input from
right, down, left, and upper four orthogonal directions.

Blend Boundary. Existing face manipulation methods of-



Algorithm 3 Structure Abnormal Decision

Algorithm 5 Blend Boundary Decision

Input: Real image selected region Rs(i,), fake image se-
lected region R, (i), ssim threshold 6,
0 s = ssim(Rs (i), Rs(iy))
. if s < 65 then
Return True
else
Return False
. end if
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Algorithm 4 Texture Abnormal Decision

Input: Real image selected region R, (i, ), fake image se-
lected region R, (i), contrast threshold 6,
Init: N = 256 x 256
1: P, =GLCM(R,(i))

2: Pf = GLCM(RS(Zj))

»Ci=x Sy o i = PP, g)

" Cf =1 Z255 255 % i —j|2Pf(z 5)
5:if C7 > CJ and (0;; CJ) > 6, then
6: Return True

7: else

8: Return False

9: end if

ten leave intrinsic cues at the blending boundaries when
merging manipulated faces with original backgrounds. As
detailed in Alg. 5, we first extract inner (I;,,.) and outer
(Louter) boundary regions around the manipulation mask to
analyze the transition area where artifacts typically occur.
We then analyze three key characteristics: gradient disconti-
nuity assessed by comparing mean gradient magnitudes be-
tween inner and outer regions using Sobel operators to iden-
tify abrupt changes in intensity transitions, edge artifacts
detected through Canny detection on the combined bound-
ary region where manipulation often creates abnormal edge
densities and patterns at the interface between real and fake
regions, and frequency domain abnormalities examined by
analyzing the ratio of high to low frequency components in
the DCT transform of the boundary area, as blending opera-
tions typically introduce unnatural high-frequency patterns
that differ from smooth transitions in natural images. By
analyzing the combined boundary region rather than sepa-
rate inner and outer regions for edge and frequency analy-
sis, we can better capture the complete transition patterns
and avoid missing artifacts that occur exactly at the bound-
ary interface. The detection combines these multiple ev-
idence sources to ensure reliability, requiring at least two
metrics to exceed their thresholds before classifying a re-
gion as containing significant blending artifacts, thus reduc-
ing false positives while maintaining sensitivity to various
types of blending anomalies.

Input: Image region /, mask M, threshold set 0, 6., 0
1: // Get boundary regions

2: Linners Louter = Get BoundaryRegion(M)

3: // Check gradient discontinuity

4: gy = Sobel(I,x), g, = Sobel(I,y)

5! gmag = \/gan +912/

6: Sg = |mean(gmag[—[inner]) - mean(gmag [Iouter])|

7: /] Check edge artifacts

8: E = Canny(I)

9 Se = Sum(E*(Imner +Ioute7*))/sum(li7mer+Iouter)

—_
=]

. /I Check frequency patterns
 F= DCT(I * ( inner T Iouter))
: sp = sum(|Fuign|)/sum (| Fiou)
: // Count evidence

: evidence =0

. if s, > 04 then evidence+ =1

: end if

. if s, > 6. then evidence+ =1

: end if

: if sy > 0 then evidence+ =1

. end if

. return evidence > 2
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B. Additional Experimental Results

B.1. Cross-manipulation evaluation

To further validate the generalization capability of
our FFTG-enhanced CLIP model, we conduct cross-
manipulation experiments using the high-quality version
of FF++ dataset. We train our model on one manipula-
tion method and evaluate it on all four methods (Deep-
Fakes (DF), Face2Face (F2F), FaceSwap (FS), and Neu-
ralTextures (NT)) to assess detection performance on un-
seen manipulation types. As shown in Table 1, we com-
pare our approach with three recent state-of-the-art meth-
ods: Multi-attentional (MAT), GFF, and DCL. The diago-
nal values represent intra-domain performance, while off-
diagonal values indicate cross-manipulation generalization.
Our method demonstrates superior performance in most
scenarios, particularly in challenging cross-manipulation
cases. For instance, when training on FaceSwap and test-
ing on DeepFakes, our method achieves 87.55% AUC, sur-
passing DCL by 13%. The improvements can be attributed
to the high-quality text annotations generated by FFTG and
our three-branch training framework, which help the model
capture manipulation patterns that are common across dif-
ferent forgery types.



Train | Method | DF F2F FS NT
MAT | 99.92 7523 40.61 71.08
DF GFF 99.87 76.89 4721 72.88
DCL | 9998 77.13 61.01 75.01
Ours 99.91 8541 7534 77.19
MAT | 86.15 99.13 60.14 64.59
F2F GFF 89.23 99.10 61.30 64.77
DCL 9191 99.21 59.58 66.67
Ours 92.32 9935 62.19 67.81
MAT | 64.13 6639 99.67 50.10
FS GFF 7021 68.72 99.85 4991
DCL 7480 69.75 99.90 52.60
Ours 87.55 7913 99.27 53.53
MAT | 87.23 4822 7533 98.66
NT GFF 88.49 4981 7431 9877
DCL 91.23 5213 79.31 9897
Ours 93.10 61.55 83.27 98.98

Table 1. Cross-manipulation evaluation in terms of AUC. Diago-
nal results indicate the intra-domain performance.

B.2. Multi-source manipulation evaluation.

We evaluate the model’s generalization capability through
multi-source manipulation experiments, where we train on
three manipulation methods and test on the remaining un-
known method. This challenging protocol assesses the
model’s ability to detect previously unseen manipulation
types. The experiments are conducted on both high-quality
(HQ) and low-quality (LQ) versions of FF++ dataset to
comprehensively evaluate robustness across different im-
age qualities. As shown in Table 2, our method consis-
tently outperforms existing approaches across all settings.
On high-quality DeepFakes (DF-HQ), our method achieves
95.07% accuracy, surpassing the previous state-of-the-art
UIA-ViT by 4.67%. Similar improvements are observed
for Face2Face (F2F) detection, where we achieve 88.12%
accuracy on HQ data. Notably, the performance advan-
tage is maintained in low-quality scenarios, where com-
pression artifacts make forgery detection particularly chal-
lenging. For instance, on DF-LQ and F2F-LQ, our method
achieves 86.17% and 71.25% accuracy respectively, signif-
icantly outperforming previous methods like DCL and EN-
B4. These results demonstrate that our FFTG-enhanced ap-
proach not only excels at detecting high-quality forgeries
but also maintains robust performance when dealing with
compressed, low-quality images, suggesting effective learn-
ing of manipulation-specific features that persist across dif-
ferent image qualities.

DF (HQ) | DF (LQ) | F2F (HQ) | F2F (LQ)
Method ACC ACC ACC ACC
EN-B4 | 8240 | 67.60 6332 61.41

Focalloss | 8133 | 67.47 60.80 61.00

Multi-task | 7030 | 66.76 58.74 56.50
MLDG | 8421 67.15 63.46 58.12

LTW 85.60 | 69.15 65.60 65.70

DCL 8770 | 75.90 68.40 67.85
UIA-ViT | 90.40 ; 86.40 ;

Ours 9507 | 86.17 88.12 71.25

Table 2. Performance on multi-source manipulation evaluation,
the protocols and the compaired results are from [10]. DF means
traning on the other three manipulated methods of FFpp and test
on deepfakes class. The same for the others.

B.3. Comparison with DFFD and Fakelocator

Our FFTG method demonstrates superior performance
when compared to recent detection approaches DFFD [2]
and Fakelocator [5]. We conducted comprehensive exper-
iments on the FFpp dataset using ground-truth masks con-
verted to text descriptions for evaluation. The results clearly
show that FFTG achieves better localization performance
across all metrics. Specifically, FFTG obtains 89.48% pre-
cision, 57.12% recall, and 64.96% F1 score, significantly
outperforming both DFFD (which achieved 83.11% preci-
sion, 50.25% recall, and 58.93% F1 score) and Fakeloca-
tor (with 85.49% precision, 53.79% recall, and 60.63% F1
score). This substantial improvement demonstrates the ef-
fectiveness of our mask-guided annotation strategy in pre-
cisely identifying manipulated regions.

B.4. Scalability on latest AIGC methods

To thoroughly assess the scalability of our approach, we
conducted extensive experiments on cutting-edge AIGC
datasets including DiffSwap, SD-XL, and LDM from Diffu-
sionFace [1]. The results demonstrate that our method con-
sistently outperforms existing approaches across all three
datasets. Specifically, on DiffSwap, our method achieves
95.21% accuracy, significantly surpassing UCF (85.17%)
and CLIP (90.65%). For SD-XL, our approach reaches
96.77% accuracy compared to UCF’s 83.77% and CLIP’s
92.67%. Similarly, on LDM, we obtain 92.23% accuracy
versus UCF’s 83.92% and CLIP’s 89.35%. These compre-
hensive results validate that our language supervision mech-
anism enables substantially better semantic generalization
to the latest AIGC methods. Furthermore, when applying
FFTG to annotate DiffSwap data, we achieved 90.12% re-
gion accuracy, which considerably outperforms GPT anno-
tation (70.22%), thus demonstrating the strong generaliza-
tion capabilities of our approach.



C. Dataset Details
C.1. Training and Test dataset.

To evaluate the generalization of our proposed annota-
tion, we conduct our experiments on several challenging
datasets: 1) FaceForensics++ [10]: a widely-used forgery
dataset contains 1000 videos with four different manipu-
lated approaches, including two deep learning based Deep-
Fakes and NeuralTextures and two graphics-based methods
Face2Face and FaceSwap. This dataset provides pairwise
real and forgery data, enabling us to generate mixed forgery
images with FFTG. 2) DFDC-P [3] dataset is a challenging
dataset with 1133 real videos and 4080 fake videos, contain-
ing various manipulated methods and backgrounds. 3) DFD
is a forgery dataset containing 363 real videos and 3068 fake
videos, which is mostly generated by the Deepfake method.
4) Celeb-DF [7] is another high-quality Deepfake dataset
that contains various scenarios. 5) Wild-Deepfake [12] is a
forgery face dataset obtained from the internet, leading to
a diversified distribution of scenarios. We use DSFD [6] to
extract faces from each video.

C.2. Analysis of Text Annotations

To better understand the characteristics of FFTG anno-
tations across different manipulation types, we visualize
their word distributions through word clouds in Figure
1. In Deepfakes, the annotations concentrate on struc-
tural aspects, with “distortions” and “nose” being promi-
nent, along with texture-related descriptions, reflecting the
method’s tendency to create geometric inconsistencies. For
Face2Face, the word cloud reveals a focus on color incon-
sistencies and transitions, with terms like “lipcolor” and
“particularly” frequently appearing, indicating the method’s
impact on local appearance details. In FaceSwap cases,
FFTG identifies broader structural changes, with “facial”
and “structure” being dominant terms, while also captur-
ing clear signs of alterations in face contours. The Neural-
Textures annotations emphasize blending-related artifacts,
with ”blending” and ”surrounding” appearing prominently,
along with specific attention to mouth regions and tran-
sitions. This visualization demonstrates FFTG’s ability
to generate precise, manipulation-specific annotations that
capture the unique characteristics of each forgery type. The
focused vocabulary and consistent emphasis on specific ar-
tifacts reflect the effectiveness of our mask-guided approach
in identifying and describing relevant manipulation fea-
tures.

D. Additional Visuallization
D.1. Visualizations on FFpp dataset.

To further validate the interpretability of our method, we vi-
sualized the attention heatmaps across different approaches

on the test set of FFpp HQ dataset, comparing our method
with a baseline (binary classification with CLIP pretrained
image-encoder) and the state-of-the-art UIA-VIT [11]. The
comparison in Figure 2 spans four manipulation methods:
DeepFake, FaceSwap, Face2Face and NeuralTextures, with
corresponding ground truth masks serving as references
for manipulation regions. The baseline model shows dif-
fused attention patterns that lack precise localization of ma-
nipulated regions. UIA-VIT demonstrates improved focus
but still exhibits scattered attention that sometimes devi-
ates from the actual manipulation areas. In contrast, our
method achieves significantly more precise attention lo-
calization that closely aligns with the ground truth masks
across all manipulation types. This is particularly evident
in the NeuralTextures example, where our method accu-
rately concentrates on the subtle mouth area manipulations
while other methods show misplaced or dispersed attention.
For Deepfake and FaceSwap cases, our attention maps pre-
cisely highlight the key manipulated facial regions, and in
Face2Face examples, they effectively capture the structural
modifications. This precise alignment between our atten-
tion maps and ground truth masks demonstrates that the
fine-grained linguistic supervision from FFTG annotations
effectively guides the model to focus on genuine manipula-
tion artifacts, improving both detection accuracy and inter-
pretability.

D.2. Visualizations on unseen dataset.

We visualize attention maps from different models on vari-
ous unseen datasets (WildDeepfake, DFDC, and Celeb-DF)
along with real faces in Figure 3. The baseline model’s
attention appears scattered and unfocused, with activation
spread across irrelevant facial regions, indicating its lim-
ited ability to identify manipulation-specific features. UIA-
ViT shows improved attention patterns with better concen-
tration on facial components, but still exhibits some dis-
persion and occasionally highlights unmanipulated areas.
In contrast, our method demonstrates more precise atten-
tion localization that aligns well with actual forgery re-
gions. For instance, in WildDeepfake samples, our model
precisely concentrates on the manipulated facial features
while maintaining minimal activation on unmodified areas.
On DFDC and Celeb-DF, it effectively captures the subtle
manipulation artifacts despite their varying characteristics.
When processing real faces, our model maintains clean and
evenly distributed attention patterns without false activa-
tions. These visualizations confirm that our FFTG-guided
approach helps the model learn more accurate and inter-
pretable features for face forgery detection, enabling bet-
ter generalization across different domains and manipula-
tion types.
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Figure 1. Word cloud comparison of FFTG annotations on FFpp dataset.
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Figure 2. Visualization of attention heatmap on training dataset
(FFpp) of the baseline, UIA-VIT, and our proposed method. The

forgery Mask represents the ground truth manipulation mask gen-
erated by Eq. 1.

D.3. Visualizations of Annotation

To better understand the differences between annotation
methods and demonstrate FFTG’s advantages, we provide
a detailed comparison of annotations generated by different
approaches across four major manipulation types: Deep-
fakes, Face2Face, FaceSwap, and NeuralTextures. We

Celeb-DF

‘WildDeepfake

Forgery
Face

Baseline

Ours

Figure 3. Attention heatmap visualization of the baseline, UIA-
VIT, and our proposed method on the unseen dataset. The first row
represents the original images that did not appear in the training
set.

present the manipulated image, forgery mask, real im-
age, and corresponding annotations from human annota-
tors, GPT-40, DD-VQA, and our FFTG method, with key
forgery-related terms highlighted in red to emphasize each



method’s detection focus.

As shown in Figure 4, the Deepfake example reveals
distinct differences in annotation approaches. Human an-
notations focus primarily on obvious visual cues like fa-
cial symmetry and cheek irregularities, but also incorrectly
identify nose distortions. GPT-40’s description tends to-
ward general stylistic observations about computer gener-
ation and animation-like qualities, lacking specific artifact
identification. DD-VQA provides more structured observa-
tions about the eyes and mouth regions, correctly identify-
ing texture patterns and blending artifacts, though still miss-
ing some key details. Our FFTG’s raw annotation demon-
strates superior accuracy by precisely identifying the ma-
nipulated regions indicated by the forgery mask. It correctly
pinpoints unusual texture patterns in the eyes and highlights
blending artifacts around the eyes and mouth, while also de-
tecting color distribution inconsistencies. This mask-guided
approach helps avoid the hallucination of non-existent arti-
facts and ensures descriptions align with actual manipula-
tion evidence.

For Face2Face manipulation (Figure 5), the human an-
notation correctly identifies the unnatural contouring and
lighting around the face, particularly noting mouth region
abnormalities. GPT-40 mentions various facial features in-
cluding eyebrows and skin texture, but seems scattered in
its focus. DD-VQA provides a more concise description
focusing specifically on the structural distortion and blend-
ing artifacts in the mouth region. Our FFTG raw annotation
shows the highest precision by accurately identifying struc-
tural distortions in the mouth area and highlighting specific
artifacts like color inconsistencies and blending anomalies
at region boundaries, which aligns well with the forgery
mask’s indication.

In the FaceSwap example (Figure 6), human annotation
identifies unnatural brightness in the eyes and mouth distor-
tions, along with skin smoothing effects. GPT-40’s descrip-
tion is notably limited, only mentioning curved nose and
eyebrow asymmetry. DD-VQA provides more comprehen-
sive detection, identifying structural distortions across eyes,
nose, and mouth regions, with proper attention to blend-
ing artifacts. FFTG’s raw annotation demonstrates superior
precision by accurately capturing both the structural distor-
tions and texture abnormalities in the eyes and nose regions,
while also detailing the blending artifacts around the mouth,
closely matching the forgery mask’s indications.

In the NeuralTextures example (Figure 7), human anno-
tation focuses on skin texture and asymmetry issues, par-
ticularly noting abnormalities in the mouth and lipstick re-
gions. GPT-40 provides minimal observation, only men-
tioning eye and nose irregularities without specific details.
DD-VQA maintains a focused description of the mouth re-
gion’s structural distortions and blending artifacts. FFTG’s
raw annotation demonstrates the most precise detection by

identifying specific texture abnormalities in the mouth re-
gion and structural distortions in the lip area, matching the
forgery mask’s indication of manipulation. The annotation
particularly emphasizes unnatural texture patterns and de-
viations from natural curves, providing detailed evidence of
manipulation.

Across all four manipulation types, FFTG consistently
demonstrates superior accuracy in identifying and describ-
ing forgery artifacts, with its annotations closely align-
ing with the ground truth masks while providing detailed,
artifact-specific descriptions that avoid hallucination.

D.4. Visualizations of LLaVA Responses

We demonstrate the effectiveness of FFTG annotations in
improving multimodal language models’ forgery detection
capabilities through both quantitative evaluation and quali-
tative analysis. As shown in Table 1, our FFTG-enhanced
LLaVA achieves superior performance across all metrics,
with 95.84% accuracy on FFpp and 75.00% on the challeng-
ing Celeb-DF dataset, significantly outperforming models
trained with DD-VQA annotations. More importantly, our
model demonstrates higher precision (88.07%) and recall
(55.30%) in identifying manipulation regions, indicating
more accurate and reliable detection capabilities.

This quantitative improvement is further illustrated
through example dialogues in Figure 8. When presented
with a challenging fake image, DD-VQA-trained LLaVA
relies heavily on general stylistic observations about com-
puter generation and animation-like qualities, focusing on
superficial features like eye asymmetry and nose curva-
ture. In contrast, our FFTG-trained LLaVA provides more
precise and artifact-focused analysis, accurately identifying
specific texture patterns in the mouth region and structural
distortions that deviate from natural appearances. More
importantly, when analyzing real images, while DD-VQA-
trained LLaVA exhibits bias toward forgery detection with
false positives, our model demonstrates better discrimina-
tion ability by correctly identifying authentic images and
providing detailed natural features as supporting evidence.
These qualitative examples, supported by the strong nu-
merical results, demonstrate that FFTG’s precise annota-
tion guidance helps LLaVA develop more reliable and in-
terpretable forgery detection capabilities.

E. Prompt Details

E.1. Connectives of Raw Annotation

To enhance the naturalness and readability of raw anno-
tations, we design specific connective phrases for each
forgery type, as shown in Figure 9. These connectives are
used in conjunction with a region token (e.g., eyes, nose,
mouth) to form complete, natural descriptions. For exam-
ple, when blur is detected in the eye region, the annotation



would read “the eyes appears blurry compared to natural
faces”. For blending artifacts, the base connective “shows
blending artifacts characterized” is further enhanced with
specific evidence phrases based on our detection metrics:
”sharp changes in image gradients at the boundaries” when
gradient discontinuity is detected, “unnatural edge patterns”
for edge artifacts, and “unusual frequency patterns at the
boundaries” for frequency domain abnormalities. These de-
tailed characterizations help specify the exact nature of the
blending artifacts detected. This structured approach helps
guide GPT in generating more accurate and contextually ap-
propriate refined annotations while maintaining consistent
terminology across different forgery types.

E.2. Annotation Refinement Prompt

To guide GPT in generating accurate and natural language
annotations, we design four complementary prompts as
shown in Figure 10. The Visual Prompt pairs fake and real
images to enable direct visual comparison, helping GPT
identify manipulation artifacts through contrast. For each
case, we provide dynamically generated raw annotations
that combine detected regions with corresponding connec-
tive phrases as initial guidance. The Guide Prompt explains
the FFTG detection process, including mask generation, re-
gion analysis, and specific criteria for detecting texture ab-
normalities, structural deformations, color inconsistencies,
and blending artifacts, helping GPT understand the tech-
nical basis. The Task Description Prompt establishes the
expert analysis context and provides step-by-step instruc-
tions for comparing images and generating comprehensive
descriptions. Finally, the Pre-defined Prompt specifies the
required JSON output format and key requirements to en-
sure consistent and focused annotations. This multi-faceted
prompting strategy enables GPT to generate detailed, ac-
curate descriptions while maintaining natural language ex-
pression and avoiding hallucination.
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Deepfake Image Mask Image Real Image

This is a fake face. Additionally, the facial symmetry seems exaggerated, particularly
around the cheeks, leading to an unnatural overall look. These discrepancies indicate
potential forgery in the eye and nose regions. The subject's nose appears slightly
distorted or over-processed, losing the realistic shadows and contours evident in the real
face. The overall skin texture is overly uniform, giving it a plastic-like appearance.

GPT-40 Annotation

a N

The image looks fake. It looks like a computer-generated artist styled image for animation,
carton or films. The person‘s skin looks a bit fake because the skin is overly smooth and lacks of
details, such as skin texture. It looks like a computer-generated artist styled image for animation,
carton or films. The person's skin looks a bit fake because the skin is overly smooth and lacks of
details, such as skin texture there are stains/flaws on the person's face there are areas looking
unnaturally brighter there area of looking unnaturally darker the person has mismatched bangs.
The person's eyebrows look a bit fake because the eyebrows look asymmetric.
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DD-VQA Annotation

This image appears to be manipulated. The eyes region shows the eyes exhibits unusual texture
patterns, and the eyes appears structurally distorted, and the eyes shows blending artifacts
characterized by sharp changes in image gradients at the boundaries, unnatural edge patterns.
The mouth region shows the mouth exhibits unusual texture patterns, and the mouth appears
structurally distorted, and the mouth shows blending artifacts by sharp changes in image
gradients at the boundaries, unnatural edge patterns. The face region shows unnatural color
variations.

Raw Annotation

This is a fake face. The eyes in this image exhibit unusual texture patterns, with a lack of fine
detail that indicates manipulation, along with noticeable structural distortions in their shape.
There are blending artifacts around the eyes and mouth, characterized by sharp transitions at the
boundaries, causing unnatural edge patterns and disruptions in continuity. The overall color
distribution appears inconsistent, particularly in the LAB color space, suggesting unnatural
adjustments that detract from a realistic appearance.

FFTG Annotation

Figure 4. Comparison of different annotation approaches on a Deepfake example.



Face2Face Image Mask Image Real Image

This is a fake face. The image shows noticeable inconsistencies in the contours of the
face. The eyes appear unnaturally dark and lack detail, creating a lifeless effect. The
mouth is also affected, showing a lack of natural contouring that is present in the real
image.

GPT-40 Annotation
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The image looks fake. It looks like an ai-generated image although with human appearance but
with unrealistic texture or lighting. The person‘s eyebrows look very fake because the eyebrows
do not match the face’s structure. Right broken eyebrows. The person‘s eyes look very fake
because the eyes looks blurry and lack of details. The person has mismatched bangs. It is an
image with manipulated face regions. The person's nose looks a bit fake because the nose is
placed at the wrong place on the face. The person's skin looks a bit fake because there are
boundaries on the person's face the person has mismatched bangs.
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DD-VQA Annotation

This image appears to be manipulated. The mouth region shows the mouth appears structurally
distorted, and the mouth shows blending artifacts characterized by sharp changes in image
gradients at the boundaries, unnatural edge patterns.

Raw Annotation

This is a fake face. The mouth region exhibits significant structural distortion, with unnatural
curves that diverge from typical human anatomy, contributing to an overall sense of artificiality.
Blending artifacts are evident around the mouth, where sharp transitions in gradients disrupt the
seamlessness usually seen in real images. Color inconsistencies are noticeable, particularly on the
cheeks and lips, where the distribution of tones does not match typical human variations. The
mouth shows pronounced edge distortions, reinforcing signs of manipulation that detracts from
the overall impression of authenticity.

FFTG Annotation

Figure 5. Comparison of different annotation approaches on a Face2Face example.



FaceSwap Image Mask Image Real Image

larger than the other, leading to an unbalanced expression. The mouth appears slightly
distorted, missing natural shadows and highlights that would ordinarily define the lips.
There is an evident smoothing effect across the skin, making it look overly uniform,
unlike the textured skin in the real image. The shadows around the nose and mouth are
inconsistent, creating an artificial appearance.

GPT-40 Annotation

This is a fake face. The eyes are unnaturally bright and glossy, with one iris appearing }

The person has mismatched bangs. The person's eyebrows look a bit fake because the

The image looks fake. The person's nose looks a bit fake because the nose lookes curved.
eyebrows look asymmetric.

DD-VQA Annotation

This image appears to be manipulated. The eyes region shows the eyes appears
structurally distorted. The nose region shows the nose exhibits unusual texture patterns,
and the nose appears structurally distorted. The mouth region shows the mouth exhibits
unusual texture patterns, and the mouth appears structurally distorted, and the mouth
shows blending artifacts characterized by sharp changes in image gradients at the
boundaries, unnatural edge patterns.

Raw Annotation

ﬁlis is a fake face. The eyes appear structurally distorted, with misalignment and \
unusual reflections that deviate from natural human features. Textural abnormalities are
evident, particularly around the iris, indicating manipulation. The nose presents
unnatural texture patterns and structural deformations, creating an unrealistic
appearance. This is compounded by discrepancies in shading, leading to color
inconsistencies that detract from realism. The mouth exhibits blending artifacts,
characterized by sharp transitions and unnatural edge patterns, suggesting digital

Qlterations. j

FFTG Annotation

Figure 6. Comparison of different annotation approaches on a FaceSwap example.



Mask Image

NeuralTextures Real Image

This is a fake face. The image shows a woman whose skin appears overly smooth and
lacks natural texture, indicating potential digital manipulation. The left side of her
mouth seems less defined, giving an unnatural asymmetry compared to the real image.
Additionally, the lipstick shade appears more uniform, lacking the natural variation seen
in the real image. Her eyes exhibit slight discrepancies in brightness, suggesting
inconsistent reflections, especially in the right pupil.

GPT-40 Annotation
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The image looks fake. The person's eyes look a bit fake because the eyes appear overly
large to the face the person's nose looks a bit fake because the nose do not align properly
with other facial features. The person has mismatched bangs.
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DD-VQA Annotation

This image appears to be manipulated. The mouth region shows the mouth appears
structurally distorted, and the mouth shows blending artifacts characterized by sharp
changes in image gradients at the boundaries, unnatural edge patterns.
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Raw Annotation
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This is a fake face. The mouth region exhibits noticeable texture abnormalities,
appearing overly smooth and lacking the natural variation typically present in human
skin. The lips also show structural distortion, creating an unnatural pout-like appearance,
diverging from the lip alignment in the real image. The lips are shaped in a way that
seems artificial, with clear signs of distortion, deviating from the natural curves
observed in the genuine image.

/

FFTG Annotation

Figure 7. Comparison of different annotation approaches on a NeuralTextures example.



Fake Image

Do you think this is a
real image or fake
e image?

The image looks fake. It looks like a
computer-generated artist styled image
for animation, carton or films. The
person's eyes look very fake because the
eyes look unnaturally asymmetric. The
person's nose looks very fake because the
nose lookes curved.

DD-VQA LLaVA

Real Image

s
Do you think this is a
real image or fake
image?

I;q;_f N

The image looks fake. It looks like a\
computer-generated artist styled image
for animation, carton or films. The
person's eyes look very fake because the
eyes look unnaturally asymmetric. The
person's mouth looks very fake because
the mouth is misaligned with other
facial features the person's nose looks
very fake because the nose lookes
curved. /

DD-VQA LLaVA

Forgery Mask

This is a fake image. The mouth region
exhibits unusual texture patterns,

appearing overly smooth and lacking the

natural imperfections found in real skin.
Additionally, the mouth's shape seems
distorted, contributing to an unnatural
appearance

Ours LLaVA

This image is real. The woman is
wearing a hat and a patterned scarf,
which complement her features. The

lighting is soft, highlighting her facial
contours without harsh shadows. The
background is slightly blurred, focusing
attention on her face, which appears
authentic and unaltered.

Ours LLaVA

Figure 8. Interactive dialogue comparison between DD-VQA-trained and FFTG-trained LLaVA models on both fake (top) and real (bottom)

images.

Forgery Type

Connectives

Blur

appears blurry compared to natural faces

Color Difference

shows unnatural color variations

Texture Abnormal

exhibits unusual texture patterns

Structure Abnormal

appears structurally distorted

Blend Boundary

shows blending artifacts characterized...

Figure 9. Connective phrases used for different forgery types in raw annotation generation. Each phrase starts with a specific region token
region (e.g., eyes, nose, mouth) followed by these connectives to form natural descriptions of detected artifacts.



f Visu;l P;ompt \ | Raw Annotation

This image appears to be manipulated. The mouth region shows
the mouth appears structurally distorted, and the mouth shows
blending artifacts characterized by sharp changes in image
gradients at the boundaries, unnatural edge patterns.

\\ Fake Image Real Image / \\

Guide Prompt \

The FFTG Detection result is computed by:
1. First computing the difference mask between real and fake images to locate manipulated regions
2. Using facial landmarks to analyze specific regions (eyes, nose, mouth, whole face)
3. Detecting various artifacts in each region:
- Texture abnormality: Using GLCM (Gray-Level Co-occurrence Matrix) to detect unnatural texture patterns
- Structural deformation: Using SSIM (Structural Similarity) to detect shape distortions
- Color inconsistency: Analyzing color distributions in LAB color space
\ - Blending artifacts: Detecting unnatural transitions at region boundaries using gradient and frequency analysis |

/ Task Description Prompt \

‘ \

| You are an expert in analyzing facial images and detecting manipulations. Here are the images and initial FFTG
analysis:

[Fake Image][Real Image]
PFIG Detection: {Raw Annotation}
Your task:
1. Analyze and compare the real and fake images.
2. For each forgery type described in the prompt, identify whether it is evident in the fake image.
3. Generate three different detailed captions for both the real and fake images, focusing on providing diverse but
accurate descriptions of the visual discrepancies.
\4 Make sure the captions are fine-grained, providing as much detail about the visual discrepancies as possible. /

/ Pre-defined Prompt \

[ The expected output should be in JSON format, structured as follows: \

{{"real image captions": [
"Detailed description of the real image (caption 1).",
"Detailed description of the real image (caption 2).",
1,"fake image captions": [
"Detailed description of the fake image (caption 1), highlighting the differences compared to the real image,
with particular emphasis on the forgery regions and forgery types.",
"Detailed description of the fake image (caption 2), highlighting the differences compared to the real image,
with particular emphasis on the forgery regions and forgery types.",
1.3}
Important requirements:
1. EVERY caption MUST start with either "This is a real face." or "This is a fake face." exactly as shown
2. Provide exactly two distinct captions for each fake image and two captions for each real image
3. Use FFTG findings as reference but add your own observations
4. Be specific about visual details but avoid repetition across captions
| 5. Maintain objective, evidence-based descriptions |

6. Focus on visible differences and anomalies
\(Fry to show the counterfeit areas and types you think are counterfeit /

Figure 10. Overview of FFTG prompting strategy for annotation refinement, consisting of Visual Prompt with paired images, Raw An-
notation with dynamic descriptions, Guide Prompt explaining detection process, Task Description Prompt for analysis guidance, and
Pre-defined Prompt for output format.
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