REALEDIT: Reddit Edits As a Large-scale
Empirical Dataset for Image Transformations
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Figure 1. Taxonomy of REALEDIT image edit requests. There
is a wide variety of task types and edit subjects, with subtle tasks
like “remove” and “enhance” being the most requested.

A. Data taxonomy
A.1. Full taxonomy

We include the taxonomies of REALEDIT (Figure 1), Emu
Edit (Figure 2), and MagicBrush (Figure 3) test sets, as well
as the unabridged comparison between all three (Figure 4).
The prompt used to taxonomize these requests is included
in Figure 5. We notice REALEDIT has a more diverse set of
tasks as well as a more even distribution with greater focus
in tasks like “remove” and “enhance”. Emu Edit [25] has
a fairly even task distribution, though a smaller set of com-
mon tasks. MagicBrush [31] has a very skewed distribution,
with a high focus on “add” tasks which are not likely to be
requested by human users, as humans generally include all
desired elements when taking a photograph.

A.2. Performance across edit operations

We show the VIEScore comparisons of REALEDIT, AU-
RORA [15], InstructPix2Pix [4] and MagicBrush [31] in
Table 3. We notice that in all of the editing tasks, the
REALEDIT model has the highest overall VIEScore. How-
ever, in “add” tasks, which comprise a much smaller per-
centage of our dataset compared to InstructPix2Pix and
MagicBrush, we have a lower perceived quality, indicating
that having more “add” data might improve the aesthetics.
The task with the highest score for REALEDIT is “remove”,
with a VIE_O score of 4.35. The “remove” task comprises
the largest portion of our dataset, which may explain this
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Figure 2. Taxonomy of Emu Edit image edit requests. There is
a smaller range of task types than REALEDIT, but the distribution
is fairly even.
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Figure 3. Taxonomy of MagicBrush image edit requests. There
is a limited selection and extremely uneven distribution of task
types, with “add” accounting for almost half of all requests.

result. The hardest task is “formatting”, the only operation
for which we do not have the highest semantic completion
score. This is due to the fact that this task is impossible for
current models to fulfill properly, as changing file formats,
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Figure 4. Differences in the distribution of our test set compared
to MagicBrush and Emu Edit test sets. MagicBrush and Emu Edit
tend to be similar in distribution to each other, but starkly different

from REALEDIT.

Operation %
Remove 31.9
Enhance 14.5

Add 12.5
Change Color | 11.5
Restore 9.7
Replace 8.4
Open Ended 7.9
Formatting 34
Other 0.1

Table 1. Distribution of edit
operations in the test set.

Subject %
Person 15.2
Media 14.9

Background | 11.0
Body Part 9.3
Text 8.9
Object 8.3

Apparel 6.5
Formatting 34

Animal 3.3
Logo 2.5
Vehicle 2.4
Nature 2.2
Other 12.1

Table 2. Distribution of edit
subjects in the test set.

resizing, etc. are not supported by current model architec-

ture.

You are an expert at labeling image edit requests. You are great at
adhering to the taxonomy provided. You are a resourceful person so
you know to look at the examples for guidance.

To categorize a sample:

Step 1: select the option from the operations which best represents
the task to be performed

Step 2: select the option from the subjects which best represents
the subject to be edited according to the operation

Step 3: format the answer: “operation subject” If there are
multiple, list each on a separate line.

Examples:
Let's assume the instruction was “Add a hat to my child.”
In that case you would return Add Clothing

Let's assume the instruction was “Replace the word ‘Michael Scott’
on the nameplate with ‘Dwight Schrute’.”
In that case you would return Replace Text/Patterns

Let's assume the instruction was “Add a glowing aura to my friend.”
In that case you would return Add Other

Let's assume the instruction was “humorous.”
In that case you would return Open-Ended Other

You are amazing, you got this! Just remember, every request is
possible to categorize according to the following taxonomy.

Here is a taxonomy of image edit requests.

Here are the possible operations:

Add: Inserting the subject into the image.

Change-Color: Color-correcting, silhouetting or otherwise changing
the color of the subject, or colorizing a black and white subject.
Enhance: Sharpen, enhance, blur/unblur, remove flash/glare/lens
flares.

Image-Formatting: Change file type, vectorize, adjust dimensions,
etc.: any change to image parameters that do not affect the image
content or aesthetics.

Open-Ended: The edit allows the editor to be creative, such as
“Edit this photo.” or “humorous” or “do something funny with this
photo™.

Remove: Erasing the subject from the image.

Replace: Substituting the subject with something specified in the
instructions.

Restore: Fixing damages to the subject resulting from the
preservation (e.g. stains, creases, faded color).

Other: Select this if you don't know what action is being
performed.

Here are the possible subjects:

Animal: One or multiple non-human animals.

Background: The background of the image.

Body-Part: The edit is not changing an entire person, but a body
part.

Clothing/Accessories: Clothing items, accessories,
leashes/collars/harnesses, anything wearable by humans or animals.
Drawing: A hand-drawn drawing or handwritten note.

Food: Edible ingredients, prepared dishes, etc.

Logo: Logos or symbols.

Manmade-Structure: Buildings, furniture, other man-made structures
or objects.

Media: 0ld photographs, screenshots, movie/game posters, memes,
etc.: any form of print or digital media.

Nature: Plants, mountains, bodies of water, etc.: any naturally
occurring items that are not people or animals.

Person: A person or group of people.

Text/Patterns: Text or patterns.

Vehicle: Cars, trucks, bikes, aircraft, trains, etc. any form of
transportation vehicle.

Other: Select this if you don't know.

Here is an image edit request: “{{INPUT}}”

Categorize it based on the taxonomy.

Figure 5. Prompt used for taxonomizing edit requests. We
passed this along with input images to GPT-4o.



Table 3. Breakdown of model performance by operation. We find that our model is consistently best across all operations in VIE_O,
and our strongest operation is “remove”. We use a sample of 2000 data points and take arithmetic mean of all individual scores on each

data point.
Operation AURORA InstructPix2Pix MagicBrush RealEdit
VIESC VIEPQ VIEO | VIESC VIEPQ VIEO | VIESC VIEPQ VIEO | VIESC VIEPQ VIEO

Add 2.89 3.45 2.34 2.48 3.60 2.15 1.94 4.43 1.79 4.24 3.26 3.15
Change color 2.38 3.77 2.26 2.90 3.61 2.57 1.95 4.05 1.83 5.36 4.05 4.11
Enhance 1.86 3.00 1.88 1.80 291 1.79 2.41 3.44 2.33 4.73 4.03 3.95
Formatting 0.89 3.02 0.99 1.70 3.13 1.31 0.74 3.57 0.94 1.66 4.47 1.66
Open ended 2.51 2.70 1.98 2.49 3.57 2.05 2.36 3.49 1.99 4.67 2.93 3.15
Remove 2.94 425 2.76 1.01 3.03 1.06 2.30 4.71 2.30 5.29 5.01 4.35
Replace 2.18 3.32 1.87 2.25 3.16 1.74 1.57 3.81 1.45 3.50 3.50 2.53
Restore 1.52 223 1.57 1.66 2.49 1.74 1.59 2.60 1.74 4.01 2.98 3.21

B. Data processing

Test set image captioning We caption all input and
ground truth images in the test set to enable evaluations
with models that require captions. The process involves two
main stages. First, for input image captioning, we pass the
processed instruction along with the input image to LLaVA-
Next[19]. This generates a caption for the input image that
integrates the instruction, emphasizing key aspects of the
image relevant to the editing task.

For output image captioning, we pass the input caption
and edit instruction to GPT-40, which combines these el-
ements to generate a caption for the ground truth (edited)
image, reflecting both the original content and the changes
made according to the instruction. Refer to Figure 6 for
examples of captions.

C. Additional baselines

After the submission of this paper, we were made aware
of additional editing models with strong performance. In
Table 4, we compare REALEDIT to Edit Friendly [10] and
TurboEdit [6].

Table 4. REALEDIT outperforms Edit Friendly and TurboEdit
on real-world edit requests.

as the line between human editing and model editing is in-
creasingly blurred.

We also filter our dataset in order to more closely match
the training distribution, removing some natural diversity
of human edit requests. In future work, we hope to explore
different architectures capable of handling real world edit
requests and editing styles.

The pretraining of the REALEDIT model uses CLIP embed-
dings, which while very useful for semantic changes to an
image, a large portion of the REALEDIT dataset involves
edits that do not involve semantic changes. Additionally, in
edited image detection, some of the edits may not change
the embeddings much. We urge future work to explore al-
ternatives to such embeddings that may capture purely aes-
thetic changes.

D.2. Social impacts

The social impact of our dataset stems from both the effect
on model training as well as the ability of our test set to be
used to accurately and justly benchmark other models. The
training data will inform how well the REALEDIT model
performs certain types of edits. The test set on the other
hand determines the factors we incentivize in other models.
Accessible image editing models that are capable of
handling real world tasks are extremely useful in de-

mocratizing the documentation of people’s lives. For

Model Vsct Veq? Vot L1} 12| CLIP;{ DINO;{ CLIPf{
Turbo-Edit 273  5.19 280 0.147 0066 0782 0739  0.261
Edit Friendly 3.00 5.68 293 0.199 0091 0762 0736 0.6l
RealEdit 368 401 461 0.143 0066 0840 0792  0.261

example, some requests in REALEDIT involve restoring old
photographs, many of which were paid. The REALEDIT

D. Discussion
D.1. Limitations and future work

REALEDIT is collected from Reddit posts from 2012-2021.
As such, we have less data and a danger of it getting out-
dated. We plan to regularly update our dataset to ensure
that the edits reflect as current culture as much as possible.
This will also help in edited image detection, by facilitat-
ing the detection of edits where newer Al tools were used,

model can help more users to document meaningful family
histories, even if they cannot afford to pay for edits. We
have demonstrated the efficacy of our model on making
real world edits by uploading our model’s generations to
Reddit. Additionally, our exploration of the contribution
of REALEDIT in deepfake image detection has shown that
REALEDIT increases the ability of TrueMedia.org’s ability
to detect fake images, which is extremely useful in a world
where images are routinely edited to cause scandals or
spread misinformation.

There is a known issue in image generation models of
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Output image

Output caption

A red cup with white
dots of coffeeona
wooden bench with
amagazine and
flowers.

The image shows an
older man and
woman sitting
together at a table
in a restaurant with
no people in the
background.

A brown dog with a
chain leash, sitting

on the grass, with a
halo and wings.

A maninacowboy
hat and bandana

withawomanin
ablack dress
and feather boa
beside him.

Input image Input caption Instruction
A cup of coffee Change the
on awooden color of the cup
bench with a to red with
magazine and white dots.
flowers.

The image Remove the

shows an older people inthe

man and woman background.
sitting together

atatableina

restaurant.

A brown dog Add a halo and

with a chain wings to the

leash, sitting on dog.

the grass.

Amanina Remove the

cowboy hat and lady beside the

bandana man.

holding a gun,

holding a gun.

Figure 6. Examples of test set data with captions for input image and ground truth image.

generating images or making edits based on demographic
biases such as smoothing wrinkles, lightening skin, and
male bias in certain professions, which may offend users.
Additionally, our dataset mirrors the demographic profile
of Reddit users, who are predominantly Western, younger,
male, and left-leaning, potentially influencing the types of
images and editing requests included. We hope to study the
effect of this extensively in REALEDIT in future work.

There is also an issue of inappropriate edits, which we have
mitigated to our knowledge in REALEDIT through filtering

of NSFW content using opennsfw [3], along with manual
filtering in our test set.

D.3. Ethics

Some other editing datasets [31] do not use human faces
in order to evade biases as well as privacy concerns. How-
ever, in REALEDIT, we determine that since over half of
edit requests contain images focused on people, we must
train on human data in order to be successful in completing



real world editing tasks. To mitigate privacy concerns, we
use the URL in place of the actual input image so that if the
original poster (OP) deletes their post, it will be removed
from our dataset. We also include a form for users to request
their data to be removed. This follows the standards set by
RedCaps [5]. In the case of mitigating biases, we hope
in future work to study the effects of using Reddit data on
task completion for a wide array of demographic groups, as
well as techniques or supplementary data sources to boost
performance on underrepresented groups. This is a known
problem in the field, and we are compelled by user prefer-
ences to include human data. Given this, although we ap-
preciate the importance of mitigating demographic biases,
this is outside the scope of a single paper.

E. Modeling ablations
E.1. Implementation details

We fine-tune the checkpoint of InstructPix2Pix [4] using
the REALEDIT training set for 51 epochs on a single 80GB
NVIDIA A100 GPU. The total batch size is 128, and the
learning rate starts at 2 x 10™% . We resize images to 256 x
256, disable symmetrical flipping to maintain structural in-
tegrity, and apply a cosine learning rate decay to 105 over
15,000 steps with 400 warmup steps. The training process
takes 24 hours.

E.2. Consistency decoder

We integrate OpenAl’s Consistency Decoder [22], which is
designed to enhance the quality of specific features during
inference. This has a minimal impact on overall model per-
formance metrics but proves highly effective for improving
the handling of faces, textures, and intricate patterns.

As the decoder operates independently of the underlying
model, we evaluate its effectiveness with InstructPix2Pix[4]
and MagicBrush[31] on a sample of 500 tasks. The results
indicate that while the decoder minimally affects standard
metrics, such as VIEScore[16] and CLIP-T (Table 5), it of-
ten enhances the aesthetic quality in areas requiring fine
detail, such as facial reconstruction and complex textures
(Figure 7).

These findings demonstrate the decoder’s potential as a
lightweight, inference-only addition to improve the output
quality of existing image-editing models without altering
their core architectures or diffusion processes.

E.3. Data filtering

We observe that human-generated edits often introduce
substantial diversity, such as rearranging objects or peo-
ple, which significantly impacts Structural Similarity Index
Measure (SSIM) scores. These variations create a distri-
butional mismatch with InstructPix2Pix’s pretraining data

(Figures 8, 9, 10), where edits are generally more con-
strained. To better understand this difference, we analyze
SSIM distributions, highlighting the gap between human
edits and the structured outputs of synthetic datasets.

To make our dataset more compatible with Instruct-
Pix2Pix, we currently apply SSIM-based filtering to ex-
clude edits that deviate too far from the pretraining distri-
bution. Following this, we use the same CLIP-based fil-
tering methodology employed by InstructPix2Pix to further
refine the data. We verify that this filtering leads to a more
capable model using the VIE-scores (Table 6) and CLIP-
based metrics (Figure 11). Our approach relies on thresh-
olding to identify and remove outliers, but we recognize
that soft sampling techniques could offer a more flexible
and nuanced alternative. Exploring such methods remains a
promising direction for future work.

E.4. Processing instructions

Reddit users often provide vague, unclear instructions with
unnecessary details, hindering the editing process. To ad-
dress this, we refined these instructions for greater clarity
and relevance. To evaluate the impact of this preprocessing,
we trained two models under the same conditions: one with
the original instructions and the other with the processed
versions. Results in Table 7 and Figure 13 show that these
have a significant effect on model performance.

We ran this experiment early in the development pro-
cesses with a suboptimal training strategy and a smaller sub-
set of the data, leading to much lower scores compared to
our final model.

F. Inference time results
F.1. Hyperparameters

We conducted several inference-time experiments: varying
the number of diffusion steps, the image and text guidance
scales, and further rewriting instructions with GPT-40 to
add more details.

See equation (6) in [9] for the definition of classifer-free
guidance scale. The conventional wisdom is that higher im-
age guidance scale make the generated image look more
similar to the original image, while higher text guidance
scale improve instruction adherence. Additionally, higher
number of inference steps are believed to improve the qual-
ity of the generated image at the expense of computational
time. Our statistical experiments do not capture these rela-
tionships, and even demonstrate the opposite relationship in
case of image guidance scale.

Number of inference steps We observe that 20 inference
steps strike a good balance between the computational time
and the image quality. Specifically, we find that the aver-
age CLIP similarity between the generated image and the



Table 5. The decoder has minor effects on quantitative metrics but sometimes improves qualitative results.

Model VIE.O VIEPQ VIESC L1 L2 CLIP-I DINO-I CLIP-T
REALEDIT w/ original decoder 3.54 391 4.37 0.154 0.069  0.830 0.782 0.258
REALEDIT w/ consistency decoder 3.48 3.78 4.34 0.156  0.069 0.830 0.779 0.258
Change -0.06 -0.13 -0.03 0.002 0 0 -0.003 0
MagicBrush w/ original decoder 1.92 3.98 1.89 0.139 0.066  0.830 0.782 0.251
MagicBrush w/ consistency decoder 1.84 3.93 1.83 0.135  0.066 0.831 0.784 0.251
Change -0.08 -0.05 -0.06 -0.004 0 0.001 0.002 0
InstructPix2Pix w/ original decoder 1.73 3.37 1.85 0.183  0.075 0.754 0.651 0.243
InstructPix2Pix w/ consistency decoder 1.89 3.40 1.95 0.180  0.073 0.758 0.648 0.244
Change 0.16 0.03 0.10 -0.003 -0.002  0.004 -0.003 0.001

Table 6. Aligning REALEDIT data to the pretraining distribution
yields better results.

Model VIE.O VIEPQ VIESC
Filtered data 3.48 3.78 4.34
Original data ~ 2.35 2.99 291

Table 7. Processing instructions improves model performance.

Model VIE.O VIEPQ VIESC
Processed instructions 2.42 3.72 2.84
Original instructons 2.06 3.10 245

most upvoted Reddit edit is approximately the same for any
setting of inference steps above 20. See Figure 15 for the
statistical plot and figure 14 for an example.

Text guidance scale We observe no correlation (p =
.005) between the text guidance scale in range [1,14] and
instruction adherence, as measured by CLIP similarity be-
tween the generated image and the caption describing the
desired output. See Figure 17. While there is no correlation
in aggregate, some individual edits may still change signifi-
cantly with different text guidance scales, see Figure 16 for
such an example.

Image guidance scale The generated image quality de-
creases sharply if the image guidance scale is above 3. In-
side the [1, 3] range, the image scale makes little difference
in aggregate. Counter-intuitively, we observe a negative
correlation (p = —.106) between image guidance scale and
CLIP similarity between the input and generated images.
In other words, higher image guidance values result in less
similar images on average, which contradicts conventional
assumptions about guidance scales and warrants further in-

vestigation. See Figure 18.

F.2. Instruction rewriting

As the diffusion model lacks reasoning capabilities, it of-
ten fails when asked to interpret abstract or creative instruc-
tions. To improve outcomes on these examples, we employ
a large language model (LLM) to rewrite instructions in a
more specific manner, similar to Dalle-3 [2]. Since only
creative edit tasks benefit from this technique, we do not
make this part of our main pipeline. We gave the input im-
age and the original instruction to GPT-40 with the prompt
“You are given an image editing instruction. If the instruc-
tion is already concrete and specific, do not rewrite it at all.
If the instruction is vague or does not make sense for the im-
age, then rewrite it. Make the new instruction specific and

> 9

detailed, e.g. do not use words ’enhance’, "adjust’, "any’.

F.3. Quantitative evaluation on external test sets

Despite being out of distribution, the REALEDIT model per-
forms comparably to other models on the synthetic datasets
Emu Edit [25] and MagicBrush [31]. On several met-
rics (VQA_CLIP and TIFA on MagicBrush and VQA _llava,
VQA Flan-t5 and TIFA on Emu Edit), the REALEDIT
model is within 1 standard deviation of the highest scoring
model, indicating that it is fairly generalizable to new tasks.

F.4. Elo scores

To evaluate Elo scores, we leverage Amazon Mechanical
Turk (MTurk) for conducting pairwise comparisons. We se-
lected 200 diverse examples from our dataset to ensure cov-
erage of various editing tasks and performed comparisons
across all seven models in our benchmark. This process re-
sulted in a total of 4,200 pairwise evaluations, providing a
robust dataset for assessing human preferences. We present
a table of pairwise winrates (Figure 20)

In addition to evaluating our dataset, we extended our
analysis to the Imagen Hub Museum[17] tasks, building on
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Figure 7. Consistency decoder allows for more aesthetic generation of faces.



the results from the GenAl Arena[l1]. Using their gener-
ations, available on HuggingFace, we incorporated results
from our model to facilitate direct comparisons. For these
evaluations, we conducted a new round of pairwise compar-
isons where we matched one model from their benchmark
against our model for the same tasks. This allowed us to
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directly assess how our model performs relative to state-of-
the-art models on external datasets.

The evaluations on MTurk followed a structured protocol
to ensure reliability and consistency. Workers were asked to
compare image outputs based on task completion, realism,
and alignment with instructions. The use of MTurk enabled
us to gather diverse human feedback efficiently and at scale.
The full results are presented in Table 9, highlighting the
comparative performance across different models.

G. Reddit experiment

To evaluate the generalization capability of our model, we
deployed it on Reddit. Specifically, we targeted two subred-
dits: r/PhotoshopRequest and r/estoration, which focus on
image editing and restoration tasks. Adhering to the com-
munity guidelines of these subreddits, we collected posts
requesting image edits and processed them using our model.
For each processed request, we submitted a comment
containing the generated output image along with a brief
message asking for feedback from the original poster (OP).
With this experiment, we gathered qualitative evaluations
from humans, and provide insight into the model’s perfor-
mance in real world scenarios. See Figures 22 and 23.
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Table 8. Evaluation on MagicBrush and Emu Edit test sets. All scores within 1 standard deviation of the highest score are underlined.
The REALEDIT model is still able to perform competitively on some metrics despite these tasks being out of distribution.

MagicBrush Test Set | Emu Edit Test Set
Model VIESSCt VIEPQT VIEO! VQAllaval VQA CLIPT TIFAT | VIESSCt VIEPQT VIEO! VQAllaval VQA Flan-t51 TIFA |
AURORA [15] 4.11 3.86 5.52 0.5179 0.6517 0.6968 3.40 4.86 3.81 0.4923 0.6178 0.6705
Emu Edit [25] N/A N/A N/A N/A N/A N/A 4.66 5.11 5.72 0.5130 0.6489 0.6692
HIVE [32] 2.86 5.02 343 0.5200 0.6547 0.6918 1.89 5.50 2.06 0.4372 0.5258 0.6447
InstructPix2Pix [4] 2.63 4.70 3.06 0.4490 0.5518 0.6615 2.15 5.00 2.36 0.4261 0.5061 0.6343
MagicBrush [31] 343 4.89 4.11 0.5554 0.7138 0.7103 291 547 3.13 0.4680 0.5808 0.6628
Null-text Inv. [21] 2.77 4.74 3.29 0.5246 0.6429 0.6899 3.43 5.10 3.93 0.4823 0.5931 0.6578
SDEdit [20] 0.90 2.26 1.02 0.4185 0.4191 0.6167 0.95 3.23 1.06 0.4406 0.5145 0.6417
RealEdit 3.12 3.60 4.09 0.5088 0.6299 0.6865 3.27 4.86 3.84 0.4938 0.6158 0.6650




Simplify the given image editing instruction. Remove URLs,
typos, irrelevant details, and expressions of gratitude.
Summarize the main task and be concise. Your output should be
a concise image editing request.

If you think the request is humorous or ambiguous, classify
it as 'humorous”’.

Examples of good input and outputs:

Input instruction: [Specific] Can someone remove the text? I
wanna use it as a mobile wallpaper. (35)
Output instruction: Remove the text.

Input instruction: My friend's mom has a birthday coming up,
and hoping to get her childhood photo restored.
Output instruction: Restore this photo.

Input instruction: [SPECIFIC] I've been asked for a
headshot-- can you make this look like one? (please!)
Output instruction: Turn this image into a professional
headshot.

Input instruction: Please photoshop me in anyway you want. I
just want it to be funny.
Output instruction: humorous.

Input instruction: {{INPUT}}
Output instruction:

Figure 12. GPT-40 prompt for instruction rewriting.

Table 9. Elo scores of models based on the GenAlI[11] test set.

Model Elo Rating 95% C.I. Sample Size
MagicBrush [31] 1107 -39/+47 132
CosXLEdit [1] 1064 -49/+42 133
RealEdit 1043 -12/+17 1117
InfEdit [30] 1023 -44/+39 122
InstructPix2Pix [4] 1011 -50/+47 117
Prompt2prompt [8] 1011 -46/+46 119
PNP [27] 992 -43/+62 122
SDEdit [20] 991 -48/+35 126
CycleDiffusion [29] 933 -41/+49 120

Pix2PixZero [23] 834 -46/+41 126
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Figure 13. Processing instructions consistently yields better results on CLIP-based results.




Instruction: “Adjust the photo to look more like the Yavin IV scene from Star Wars by
adding elements like the Millennium Falcon or X-wings, matching colors, or merging the
photos.”

5 steps 10 steps

20 steps 60 steps

.-

100 steps -

60 steps

Figure 14. Increasing the number of diffusion steps above 20 usu-
ally does not improve the quality.
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Figure 15. The number of inference steps does not improve the
generated image quality, as measured by the CLIP similarity be-
tween the generated image and the most upvoted Reddit edit.

Instruction: “Make the lake look like it’s winter”
Text guidance = 1

Image guidance = 2.5

Text guidance =
~ - .

Figure 16. An example where guidance scales behave as expected.
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Figure 17. Text guidance scale has no effect on instruction adher-
ence, as measured by the CLIP similarity between the generated
image and the caption of the expected output, as in figure 6.
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Figure 18. Increased image guidance scale results in less similar
images, as measured by CLIP similarity between the input and
generated images.



Place the cars in a space
background, maintaining
their position. Add stars in

Put the car and people in
the background.

space.

Remove the person Remove the reflection of
photobombing in the the photographer visible in
Original image background. the goggles.

Swap the black and orange
Original image Flip the colors of this guitar.  colors on the guitar body.
L L]

Figure 19. Detailed instructions can improve edit quality on certain classes of tasks.
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Figure 20. Heatmap of pairwise winrates on our test set. We excluded draws for this heatmap.
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Input Image Edit Instruction

Remove the power lines.

Left Edit Right Edit

Please evaluate the images and select exactly one option below.

O Left image is better
O Right image is better
© Both images are equally good

) Both images are equally bad

Figure 21. Interface for Elo evaluation on MTurk. To complete Elo evaluations, we hired workers on Amazon Mechanical Turk to
compare the quality of different editing models.



. r/PhotoshopRequest « & days ago

Please help fix my mother's-in-law's dog's eyes! | tried some photo
editing software but | don't think it is working for me because it's
not typical red-eye.

Solved v

18 07 Q  Ashae

&

Do you like this edit?
© ¢2& OReply Q Award D Share
i OP - 8dago «
Thank you so much! Solved.

Q1 & OReply Q Award D Share

Figure 22. Our model successfully completes new requests on
Reddit. Deployed on the original subreddits, it handled in-the-
wild requests effectively as seen by OP’s response.

Z . rfPhotoshopRequest - 8 days ago

| love my bros but can anyone please PS my friend out of the
background?

4L O7 o) 2> share

- 8d ago

@

Hi, this is my try, let me know what you think!

O ¢18% OReply L Award £ Share

@ OP - 8d ago -

Wow this looks great! | love the way you smoothed out the lighting on me as well

1% OReply Q Award D Share

Figure 23. Our model successfully completes new requests on
Reddit. Deployed on the original subreddits, it handled in-the-
wild requests effectively as seen by OP’s response.



H. Edited image detection

Data processing and training The baseline classifier un-
dergoes a multi-stage training process: initially on aca-
demic datasets and subsequently fine-tuned on TrueMe-
dia.org’s proprietary data. In total, the baseline model is
trained on 65K images with a near equal 50/50 split be-
tween real and generated images. To assess the value
of REALEDIT data for fake image detection, we train a
second version of UFD by combining the original data
with REALEDIT data. Specifically, we include only pho-
tographs, excluding non-photographic images such as dig-
ital artworks, screenshots, cartoons, and infographics, fil-
tered using GPT-40. This single-stage training incorporates
an additional 37K original and 37K edited images, resulting
in a total of 139K images.

In the first stage of training, the TrueMedia.org model
took over 24 hours to train on an A10G GPU with 20GB
of RAM and the remaining three stages took 4 hours. Our
optimized model took 1.5 hours to train on a L40S GPU
with 40GB of RAM.

Table 10. Breakdown of fake image sources in the training recipe
of the TrueMedia.org model used as our baseline.

Source | Count
DiffusionDB [28] 16K
StyleGAN2-FFHQ [14] 8K
Stable-Diffusion-Face [26] (512 resolution) | 2.4K
Stable-Diffusion-Face (768 resolution) 2.4K
Stable-Diffusion-Face (1024 resolution) 2.4K
Fakes uploaded to TrueMedia.org 2K

Table 11. Breakdown of real image sources in the training recipe
of the baseline model.

Source | Count
CelebA-HQ (Reals) [12] 23K
Random sample of COCO-Train-2017 [18] 5K
Flickr-Faces-HQ Dataset (FFHQ) [13] 3K
Reals uploaded to TrueMedia.org 0.7K

TrueMedia.org’s in-the-wild test set TrueMedia.org’s
in-the-wild test set includes images uploaded between
8/16/2024 and 11/10/2024. We randomly sample 100
real images and then sample 100 fake images selected
from those tagged as "likely photoshopped” by professional
sleuths in TrueMedia.org’s media database, ensuring the

L

Figure 24. Top: An edited image that inserted a bear to make
it seem the camera crew was being chased. Bottom: Grad-CAM
heat-map visualization highlighting the regions of attention.

evaluation focuses on human-edited images rather than ex-
clusively Al-generated edits. Tool usage data was avail-
able for some images, revealing that approximately 80% of
the fake images were human edits created with Photoshop,
while the remaining 20% involved human edits combined
with Al tools such as Dream Studio Al, Insightface Al, and
Remaker AL

Qualitative example To understand how the classifier op-
erates, we use Gradient-weighted Class Activation Mapping
(Grad-CAM) [24] to analyze an example. In Figure 24, we
show an edited image where a bear was added to the back-
ground using Photoshop. The original image did not in-
clude the bear. The baseline model incorrectly classified
this photo as unedited, whereas the classifier trained with
REALEDIT data correctly identified it as edited. Grad-CAM
highlights the areas of the image most influential to the clas-
sifier’s decision, as seen in the figure, where the focus is on
the region around the bear. The specific implementation we
adapted is from Gildenblat and contributors [7].



I. Additional results

Input AURORA HIVE In_strugt Magic Null Text SDEdit RealEdit Reddit
Pix2Pix Brush (Ours) Output

Instructlon Add a galaxy background behind the cat

N

Instruction: Clean up the brownie recipe.

Instruction: Make these comic books look burnt and on fi(e.

Instruct Magic Null Text SDEdit RealEdit Reddit

Input AURORA HIVE
P Pix2Pix Brush (Ours) Output

Figure 25. Additional examples of REALEDIT generations on REALEDIT test set compared to all other baseline models. We notice
that the REALEDIT model consistently outperforms other models in task completion as well as aesthetic quality.



Instruct Magic RealEdit Reddit

Input AURORA
. Pix2Pix Brush (Ours) Output

Instruction: Enhance this picture.

Instruction: Change the gold ring on the right to silver.

YWY WYY

y

Instruct Magic RealEdit Reddit
Pix2Pix Brush (Ours) Output

Input AURORA

Figure 26. Additional examples of REALEDIT generations on REALEDIT test set compared to select high performing baseline models.
We notice that the REALEDIT model consistently outperforms other models in task completion as well as aesthetic quality.
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