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Abstract

This supplementary material covers details and additional
results that could not be included in the main manuscript
due to page limitations. First, Sec. A describes the imple-
mentation details and experimental setup. Section B presents
additional results with EmLoco loss, including results on
another real-world dataset, additional analyses, and more
qualitative evaluation. Section C provides further evalua-
tions of the LocoVal filter, including results with different
HTP network baselines, detailed analyses, and visualiza-
tions. Lastly, Sec. D discusses failure cases and possible
future directions.

A. Implementation Details
A.1. 3D Pose Conversion
We adopt the Skinned Multi-Person Linear model
(SMPL) [7] as the pose format because the humanoid for the
locomotion generator [15] is designed for the SMPL format.
However, the HTP datasets used in our experiments (i.e.,
JTA [3] and JRDB [12]) do not employ the SMPL format.
Since the LocoVal function is trained through this humanoid
in Stage 1 (explained in Sec. 4.1 in the main paper), it is
necessary to align the pose formats of these HTP datasets
with SMPL.

To align the pose formats of the HTP datasets with SMPL,
we utilize Pose to SMPL [6] for both the JTA and JRDB
datasets. Figure 7 illustrates an example of converting a
3D pose from the JTA format into the SMPL format. In
Fig. 7, the poses before and after the alignment process are
superimposed: the skeletons in magenta, yellow, and black
are the poses before alignment, while the skeletons in red,
green, and blue are the poses after alignment. As shown in
Fig. 7(a), this alignment process preserves the original pose,
enabling consistent format conversion without significant
deformation.

However, we observed that joints are sometimes swapped
after applying Pose to SMPL [6]. For instance, Fig. 7(b)
shows an incorrect alignment where the left and right hips
are swapped.

To address this issue, these incorrectly aligned joints are
automatically swapped by finding these joints based on the
inconsistent configuration of the left and right joints between
the parent and child nodes. The aligned poses will be pro-
vided in our codebase; further details can be found there.
The alignment process is also applied to the test data on the
JTA and JRDB datasets.

(a) Success case (b) Failure case

Crossed

Original pose Converted pose

Figure 7. Examples of (a) a success case and (b) a failure case of
conversion from the 3D poses in datasets [3, 12] to SMPL [7]. The
3D poses before and after the alignment process are superimposed:
the skeletons in magenta, yellow, and black are the pose before
alignment, while the skeletons in red, green, and blue are the pose
after alignment. The numbers next to the poses indicate the joint
IDs in the SMPL [7].

A.2. Experimental Setup

Locomotion Generator. The policy network of the lo-
comotion generator is trained by Advantage Actor-Critic
(A2C) [13] using Proximal Policy Optimization (PPO) [19].
The learning rate is 2 × 10−5 and Adam [4] is used as the
optimizer. 1, 600 agents are trained in parallel for 5, 000
episodes. Other settings closely follow PACER [15]; e.g., the
reward structure of PACER [15] is used as is.

Locomotion Value (LocoVal) Function. Our LocoVal
function is trained with 160 agents in parallel for 25, 000
episodes, and optimized by AdamW [9] with the learn-
ing rate of 1 × 10−3 and cosine annealing [8]. To di-
versify the pose-trajectory pairs, trajectories generated by
PACER [15] are used in addition to trajectories from the
trajectory datasets [3, 12]. Future trajectories are extracted
at 2.5 fps. The humanoid’s initial state h0 is sampled from
AMASS [10].

To stabilize the training, we apply coordinate transforma-
tions to the inputs of the LocoVal function by constraining
the input space. Specifically, we translate the humanoid’s
initial position to the origin and align the orientation of the
humanoid and the future trajectory at the current timestep by
yaw rotation. During this transformation, the relative angles
between the future trajectory τf, the initial pose j0, and the
initial root velocity vroot,0 are preserved.



HTP Network. Our HTP network and the baseline, Social-
Transmotion (Social-Trans) [17], are trained with all the
available annotations on the JTA [3] and JRDB [12] datasets
for 30 and 100 epochs, respectively. The learning rate is
1× 10−4. After the training, the trained HTP networks with
the best performance on the validation set are selected for
evaluation on the test set.

Following Social-Trans [17], we applied random masking
to train the HTP networks. Specifically, the inputs to the
HTP networks are randomly masked in modality level, pose
keypoint level, frame level, and location level. This modality-
level masking allows the HTP networks to take the arbitrary
combination of available modalities. Similarly, the frame-
level masking allows the HTP networks to work with an
arbitrary number of input past frames. In the experiments
with momentary observations, we mask all modalities except
for the most recent two frames.

In terms of our Embodied Locomotion (EmLoco) loss,
the loss function shown in Eq. (2) is implemented as the
Mean Squared Error (MSE) with the maximum plausibility
score output from a sigmoid function i.e., 1. The weight α
of the EmLoco loss in Eq. (3) is set to 100 in the results
of all experiments shown in the main manuscript and this
supplementary material except for Table 7 in Sec. B.2.

A.3. 3D Pose Filtering
While JTA dataset [3] contains the ground truth 3D poses
of locomotion in a simulated environment, in-the-wild 3D
poses in JRDB dataset [12] include incorrect estimation
and non-locomotion poses (e.g., sitting or lying). Since the
proposed method does not account for such incorrect 3D
poses or poses other than locomotion, these poses are filtered
out from the dataset. We applied three types of filtering as
follows:

• Rule-based Filtering: We assume that the z-coordinate
of the head should be higher than those of the knees and
pelvis, and the pelvis should be higher than the ankles and
lower than the shoulders when the pedestrian is walking.
Based on these assumptions regarding the z-coordinate
relationships of the joints, our filter removes poses that do
not meet these assumptions.

• Consistency-based Filtering: For each pedestrian’s pose
sequence, this filter removes poses with z-scores greater
than 2 based on the L2 distances from the moving average
of each joint in the pose sequence.

• Action-based Filtering: Based on the pose-based labels
(e.g., walking and standing) provided in JTA-Act [2], this
filter removes poses labeled with non-locomotion-related
actions such as sitting or lying.

By using these filters, 29.7/17.0/20.7% of the 3D poses
in the training/validation/test splits are filtered out. The visu-
alization of Principal Component Analysis (PCA) to the 3D

(a) Not filtered out (b) Filtered out
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Figure 8. PCA visualization of 3D pose filtering on the JRDB
dataset [12]. the red points represent the filtered-out data and The
blue points represent the data that is not filtered out. (a) and (b)
are examples of poses that are not filtered out and filtered out,
respectively.

Table 7. Ablation studies on different EmLoco loss weights (α in
Eq.(3) of the main paper). Results on the JTA dataset with 9 frames
of past observations are shown.

Method LT LE

JTA Dataset [3]
9 frames

ADE ↓ FDE ↓
Social-Trans [17]
(α = 0) ✓ 1.11 2.26

Ours (α = 0.1) ✓ ✓ 0.98 1.98
Ours (α = 1.0) ✓ ✓ 0.96 1.95
Ours (α = 10.0) ✓ ✓ 0.99 1.97
Ours (α = 25.0) ✓ ✓ 0.96 1.96
Ours (α = 100.0) ✓ ✓ 0.97 1.91
Ours (α = 250.0) ✓ ✓ 1.03 2.07
Ours (α = 1, 000.0) ✓ ✓ 1.06 2.21
Ours (α = 10, 000.0) ✓ ✓ 1.49 2.77
w/o MSE Loss
(same as α ≈ ∞) ✓ 3.52 8.20

poses treated as vectors is shown in Fig. 8. One can see that
blue points that are not filtered out are distributed densely.
In contrast, red points that are filtered out are distributed
more sparsely over a broader area, indicating poses that devi-
ate significantly from typical locomotion. Examples of pose
samples that are not filtered out and filtered out are shown
on the left and right of Fig. 8.

Note that this 3D pose filtering affects only the results of
our HTP network and Social-Trans, which use the 3D pose
as input, while other traditional HTP methods do not require
the 3D poses.



B. Additional Results on HTP with EmLoco
Loss

B.1. Evaluation on the AMASS Dataset
In our framework, as a real-world motion capture dataset
with accurate human poses, AMASS [10] is used as an ad-
ditional training resource only in stage 1, not in the HTP
network training. This raises concerns about unbalanced
training resources compared to a baseline that does not use
AMASS. From this perspective, to ensure fairness and pro-
vide performance on another real-world dataset, we evaluate
HTP networks trained only with AMASS.

Experimental setup. Following PACER [15], we split
∼200 locomotion sequences in the AMASS dataset into
training, validation, and test sets. This split is shared for
training the locomotion generator, LocoVal function, and
HTP network, i.e., no additional data is introduced for train-
ing in the physics simulator. We use global translation and
joint positions calculated via forward kinematics from the
SMPL parameters in AMASS as trajectory and pose data.

Most training conditions are the same as in the experi-
ments on JTA and JRDB described in the main manuscript.
However, since many of the sequences in AMASS are short,
we adjust the trajectory length accordingly. Specifically,
while JTA and JRDB use 9 past frames and 12 future frames
at 2.5 fps, AMASS operates at 30 fps with 12 past frames
and 30 future frames. In addition, the HTP network is trained
for 150 epochs, and α for the EmLoco loss weight relative
to the GT loss is set to 20.

Result. Table 8 compares HTP networks [17] trained only
with AMASS. These results show that also in AMASS,
which captures real-world human locomotion, the proposed
EmLoco loss effectively reduces prediction errors (‘Ours
w/o filter’). The predictions made by our method improve
both the mean ADE / FDE (4.8%/2.0%) among 20 heads
and minADE / minFDE (4.8%/3.3%), indicating an overall
enhancement across multiple predicted trajectories.

Furthermore, applying the LocoVal filter to these predic-
tions (‘Ours w/ filter’) further improves ADE / FDE while
maintaining minADE / minFDE. Given that the ADE / FDE
of the rejected trajectories is significantly large, this confirms
that the filter successfully eliminates implausible predictions.

Additional results regarding the effect of the LocoVal
filter on other datasets are discussed in Sec C.

B.2. Detailed Analysis on EmLoco Loss Weight
We investigated the significance of the EmLoco loss by vary-
ing the hyper-parameter α, as defined in Eq.(3), which con-
trols the balance between the MSE loss and the EmLoco
loss. Note that setting α = 0 is equivalent to excluding the
EmLoco loss. Moreover, we also evaluated the performance

Table 8. Stochastic HTP results with 20 heads on AMASS [10].

Method ADE FDE minADE minFDE
Social-Trans [17] 0.187 0.457 0.168 0.419
Ours w/o filter 0.178 0.448 0.160 0.405
Ours w/ filter 0.175 0.438 0.160 0.405
Rejected by filter 0.514 1.480 0.458 1.359

when only the EmLoco loss was used as in Table. 4 in the
main manuscript. The experimental results are summarized
in Table 7.

As shown in Table 7, the ADE and FDE remain relatively
stable for α values ranging from 0.1 to 100. However, when
α exceeds 100, performance begins to degrade. To better
understand the balance between the loss components, we
examined the scale of each loss function when the training
losses converged. On the JTA dataset, the scale of the MSE
loss becomes approximately equal to that of the EmLoco
loss when α = 1, 000.

These findings indicate that α should be adjusted such
that the EmLoco loss remains smaller than the MSE loss.
This is because while the EmLoco loss is low around the
ground truth future trajectory, no clear peak is observed in the
EmLoco loss, unlike the MSE loss. The widely distributed
low values of the EmLoco loss make it difficult to train the
HTP network to improve ADE and FDE. Thus, the MSE loss
primarily contributes to reducing ADE and FDE, while the
EmLoco loss should be utilized as a support term to enhance
plausibility.

Furthermore, the robustness of the EmLoco loss to
changes in the hyperparameter α is evident from the small
variations in ADE and FDE observed for α values between
0.1 and 100. This robustness allows us to easily integrate the
EmLoco loss into the overall loss function.

B.3. Evaluation of Displacement Errors at Each
Timestep

To further demonstrate the effectiveness of the EmLoco loss,
Fig. 9 compares the displacement error at each future time
step with the baseline. These results correspond to the result
on the JTA dataset in Table 1 of the main paper.

This bar chart highlights two key observations: First, the
proposed HTP network trained with the EmLoco loss consis-
tently outperforms the baseline across all time steps. Second,
the performance gain relative to the baseline increases toward
future frames, with an improvement of 8.8% for the initial
frame, growing to 15.7% for the final frame. As also shown
in the χ2 distance evaluation in Table 2 of the main paper,
our HTP network acquires physics-based prior knowledge
through the EmLoco loss, resulting in features such as veloc-
ity that are closer to real-world data. This enhanced ability to
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Figure 9. Evaluation of displacement errors for each future timestep.

Table 9. Stochastic HTP results with 20 heads on JTA. ‘Deterimin-
stic’ indicates the HTP network with a single head. ‘minMSE’ and
‘meanMSE’ corresponds to the stochastic HTP network trained with
the minimum MSE and the mean MSE among heads, respectively.

Method ADE FDE minADE minFDE
Social-Trans (Deterministic) 1.11 2.26 - -
Social-Trans (minMSE) 2.14 4.26 0.71 0.54
Social-Trans (meanMSE) 1.24 1.98 0.93 1.97
Ours 1.80 3.56 0.66 0.54

capture such features can be the reason for the discrepancy
between the baseline and our HTP network accumulating
over time.

B.4. Comparison with MSE Loss Averaging in
Stochastic HTP Network Training

In Sec. 1, we pointed out as follows: ‘training with the MSE
loss alone forces all predicted trajectories to align with a
single ground truth. That is, minimizing the MSE essentially
reduces the diversity of the predicted trajectories.’ Here, we
compare the performance of the baseline [17] trained by this
MSE loss averaging with our proposed method.

As shown in Table 9, while averaging MSE among heads
(‘meanMSE’) improves ADE / FDE, it leads to poorer mi-
nADE / minFDE. This result demonstrates that forcing the
outputs of all heads closer to the single ground truth loses
diversity. On the other hand, ours encourages plausibility by
EmLoco loss while maintaining diversity by minMSE loss,
resulting in better overall performance.

B.5. Qualitative Evaluation on the JRDB Dataset
Visualizations of the predictions by the baseline [17] and
our method on the JRDB dataset [12] are shown in Fig. 10.
Consistent with the results on the JTA dataset [3] (Fig. 6 of
the main paper), our method predicts plausible trajectories

Figure 10. Visualizations of the prediction by the baseline [17] and
our method on JRDB dataset [12]. Left: results with 2-frame mo-
mentary observations. Right: results with 9 frames of observations.
‘Traj.’ indicates that only trajectory is used as input. The scale of
the human pose is doubled for a presentation purpose only.

Figure 11. Comparison of stochastic HTP results by the base-
line [17] and ours on the JRDB dataset [12] with 9 frames of
observations. The scale of the human pose is doubled for a presen-
tation purpose only.

across both observation lengths. Furthermore, the visualiza-
tion of the stochastic HTP results in Fig. 11 demonstrates
that, while the baseline predictions [17] deviate significantly
from the ground truth for all trajectories, our HTP network
successfully predicts plausible trajectories while maintaining
reasonable diversity. Even with the imperfect 3D poses in
the JRDB dataset, the proposed method makes a prediction
close to the ground truth trajectory. These results support the
effectiveness of the proposed method in real-world scenarios,
not only in simulated environments such as JTA [3].

C. Additional Results on LocoVal Filter

C.1. Evaluation with Another HTP Network Incor-
porating Human Poses

While we employed the Social-Trans [17] as the baseline,
our method can be applied to other HTP networks. To this
end, as an additional baseline incorporating human poses, we
evaluate HST. Table 10 evaluated on the full JRDB dataset



Table 10. LocoVal filter on HST [18] with 6 heads on the JRDB
dataset [12]. The filtering threshold λ is set to 0.5.

Method ADE FDE minADE minFDE
Pretrained HST [18] 0.57 0.98 0.28 0.45
Pretrained HST (w/ filter) 0.46 0.80 0.28 0.46
Rejected by filter 0.95 1.64 0.60 1.01

Table 11. LocoVal filter on NSP [26] with 20 heads on SDD [16].
The filtering threshold λ is set to 0.55.

Method ADE FDE minADE minFDE
Pretrained NSP [26] 24.17 49.32 6.52 10.59
Pretrained NSP (w/ filter) 24.13 49.24 6.52 10.59
Rejected by filter 256.24 548.09 210.39 464.17

(in the main manuscript, a subset provided by the Social-
Trans [17] was used) demonstrates that our LocoVal filter
can also improve the ADE / FDE of HST while preserving
the minADE / minFDE.

C.2. Evaluation with HTP Network Based on Neu-
ral Social Physics

There is a type of physics-aware HTP method, called Neu-
ral Social Physics (NSP) [26]. While our method evaluates
the locomotion of individual persons, NSP [26] models in-
teractions between people through the concept of ‘social
force’. Since these contributions are independent, the pro-
posed method can incorporate NSP and enhance its perfor-
mance. Table 11 presents the effect of the LocoVal filter with
pretrained NSP on the Stanford Drone Dataset (SDD) [16].
Since the trajectory in the SDD dataset is in pixels, we con-
verted the scale to meters for input to the LocoVal func-
tion [1] 1. The significantly large ADE / FDE of the rejected
samples suggests that even physics-aware existing HTP net-
works can produce implausible predictions that considerably
deviate from the ground truth.

C.3. Detailed Analysis on Filtering Threshold
The LocoVal filter introduced in Sec. 4.3 of the main paper
allows control over the strictness of the trajectory filtering by
changing the threshold λ. While Tables 5 and 6 in the main
paper present results for a single threshold, this section inves-
tigates how the filtering results vary with different threshold
settings. In addition to the results on the JTA [3] and ETH
/ UCY datasets [5, 14] presented in the main manuscript,
this section also provides the filtering results on the JRDB
dataset [12]. Since the JRDB dataset lacks 3D poses for
some pedestrians, we evaluate the performance both before

1https : / / github . com / crowdbotp / OpenTraj / tree /
master/datasets/SDD

Table 12. Results of the LocoVal filter with various λ for stochastic
HTP on the JTA [3] dataset with 9 and 2-frame observations. The
results are presented as left/right values, where the left denotes
evaluations with 5 heads and the right denotes 20 heads.

Method λ
9 frames 2 frames

ADE FDE ADE FDE

So
ci

al
-T

ra
ns

(w
/o

L
E
)

w/o Filtering - 1.86/2.14 3.51/4.26 2.23/2.46 4.55/5.07
w/ Filtering 0.65 1.83/2.02 3.48/4.02 2.10/2.28 4.34/4.70
w/ Filtering 0.70 1.81/1.97 3.49/3.93 2.06/2.21 4.27/4.56
w/ Filtering 0.75 1.85/1.94 3.69/3.97 2.11/2.17 4.46/4.56
Rejected 0.65 2.71/3.99 4.24/7.88 4.92/5.09 8.91/10.52
Rejected 0.70 2.37/3.41 3.75/6.65 3.83/4.32 7.16/8.87
Rejected 0.75 1.92/2.50 3.19/4.78 2.50/3.03 4.76/6.06

O
ur

s
(w

/L
E

)

w/o Filtering - 1.68/1.80 3.34/3.56 1.94/2.12 3.96/4.47
w/ Filtering 0.65 1.66/1.78 3.32/3.54 1.92/2.10 3.93/4.44
w/ Filtering 0.70 1.65/1.76 3.31/3.52 1.90/2.08 3.88/4.41
w/ Filtering 0.75 1.64/1.75 3.42/3.62 1.90/2.08 4.00/4.50
Rejected 0.65 2.68/2.81 4.41/4.89 3.80/4.15 7.11/8.02
Rejected 0.70 2.32/2.40 3.86/4.19 3.22/3.25 6.18/6.41
Rejected 0.75 1.83/1.93 3.11/3.44 2.09/2.24 3.83/4.36

and after filtering for pedestrians with 3D poses.

Tables 12, 13, and 14 presents the results on the JTA,
JRDB, and ETH / UCY datasets.

Consistent with the experimental results in the main text,
the LocoVal filter improved the average ADE / FDE across
a wide range of settings, including different datasets, vary-
ing numbers of prediction heads, different numbers of input
frames, and HTP networks trained with and without the Em-
Loco loss. Interestingly, however, a certain trade-off can be
observed in these results. When the threshold λ is relaxed
(See λ = 0.65, 0.70, 0.75 in the JTA, JRDB, and ETH / UCY
datasets, respectively), it does not significantly impact the
filtering performance. For example, Table 12 shows that the
ADE with 9 frames of observation degrades from 1.81/1.97
(λ = 0.70) to 1.83/2.02 (λ = 0.65) with Social-Trans, and
from 1.65/1.76 (λ = 0.70) to 1.66/1.78 (λ = 0.65) with our
method. This performance degradation is quite small. How-
ever, it becomes capable of rejecting extremely incorrect
results (e.g., ADE and FDE of rejected samples on the ETH
/ UCY dataset are 14.48 and 32.87). Setting the high thresh-
old (See λ = 0.70, 0.75, 0.80 in the JTA, JRDB, and ETH /
UCY datasets, respectively) sometimes degrades the perfor-
mance (e.g., after the filtering with λ = 0.80 on the JRDB
dataset with momentary observations, ADE / FDE of our
HTP network become worse than those of without filtering).
This is because high plausibility is not always equivalent
to being close to the ground truth trajectory. While feasible
locomotion has a certain level of plausibility, humans may
perform implausible locomotion due to interactions with
obstacles or others. While the threshold λ can be freely con-
trolled, it is necessary to set it appropriately, considering this
trade-off.



Table 13. Results of the LocoVal filter with various λ for stochastic
HTP on the JRDB [12] dataset with 9 and 2-frame observations.
The results are presented as left/right values, where the left denotes
evaluations with 5 heads and the right denotes 20 heads.

Method λ
9 frames 2 frames

ADE FDE ADE FDE

So
ci

al
-T

ra
ns

(w
/o

L
E
)

w/o Filtering - 0.71/0.76 1.40/1.58 0.63/0.68 1.28/1.46
w/ Filtering 0.70 0.70/0.73 1.39/1.52 0.59/0.67 1.21/1.43
w/ Filtering 0.75 0.69/0.71 1.38/1.48 0.58/0.66 1.18/1.42
w/ Filtering 0.80 0.68/0.64 1.36/1.34 0.56/0.60 1.13/1.30
Rejected 0.70 1.60/2.31 3.03/4.73 1.86/1.60 4.10/3.41
Rejected 0.75 1.25/1.62 2.37/3.30 1.44/1.13 3.12/2.41
Rejected 0.80 0.75/0.89 1.48/1.83 0.76/0.77 1.55/1.64

O
ur

s
(w

/L
E

)

w/o Filtering - 0.61/0.71 1.26/1.50 0.57/0.67 1.17/1.46
w/ Filtering 0.70 0.60/0.70 1.23/1.49 0.56/0.65 1.15/1.43
w/ Filtering 0.75 0.59/0.69 1.21/1.46 0.57/0.64 1.16/1.40
w/ Filtering 0.80 0.59/0.64 1.22/1.38 0.59/0.61 1.20/1.33
Rejected 0.70 1.76/1.60 3.42/3.20 0.97/1.51 1.97/3.25
Rejected 0.75 1.15/1.19 2.32/2.45 0.74/1.14 1.52/2.47
Rejected 0.80 0.66/0.79 1.36/1.64 0.57/0.73 1.16/1.59

Figure 12. Box plot of ADE before/after LocoVal filtering on EqMo-
tion [24] with 20 heads on ETH / UCY [5, 14]. λ is the threshold.

C.4. Trade-off between Retaining Plausible Sam-
ples and Suppressing Others

While our LocoVal filter can suppress implausible trajecto-
ries, trajectories close to the ground truth still can be judged
as implausible. This is the potential trade-off of the LocoVal
filter between retaining plausible samples and suppressing
others. However, according to the results shown in the box
plot in Fig. 12, our LocoVal filter preserves the minimum
and median well while effectively rejecting trajectories with
high ADE, achieving its purpose.

C.5. Detailed Analysis on Evaluated Plausibility
Scores

The performance improvement by the LocoVal filter depends
on the quality of the plausibility score evaluation performed
by the LocoVal function, which is trained by our proposed
method. To investigate this, we provide bar charts regarding
the plausibility scores evaluated by our LocoVal function
and the corresponding HTP performance in Figs. 13 and 14.
Figure 13 presents the results with our HTP network and
Fig. 14 represents the results of the baseline [17]. While
high plausibility is not always equivalent to closeness to
the ground truth trajectory as mentioned above, both figures
demonstrate a consistent trend: trajectories with lower plau-
sibility scores exhibit higher ADE values, while those with
higher scores tend to have lower ADE values. This observa-
tion indicates that trajectories with higher plausibility scores

are more likely to be closer to the ground truth trajectories.
These results support the validity of our proposed LocoVal
function, which has been learned to effectively evaluate plau-
sibility as embodied locomotion.

Furthermore, comparisons of the plausibility scores be-
tween the trajectories predicted by our HTP network and
those predicted by the baseline are shown in Fig. 13 and
Fig. 14, respectively. These results reveal that the baseline,
Social-Trans [17], generates a higher proportion of trajecto-
ries with lower plausibility scores. Comparing the number of
trajectories with a plausibility score of 0.7 or lower, the base-
line has 2, 319 trajectories, whereas the proposed method
reduces this to 1, 232, achieving a 46.9% decrease. This in-
dicates that the Social-Trans, which is trained solely on the
MSE with respect to the ground truth, is unable to generate
plausible trajectories. In contrast, by incorporating the Em-
Loco loss into the training objective, our model is capable
of predicting more plausible trajectories.

C.6. Visualization of Plausibility Scores
We provide qualitative examples of plausibility score evalu-
ation by our LocoVal function in Fig. 15. Here, to evaluate
the validity of the plausibility score evaluation by the Loco-
Val function, we utilize predictions from Social-Trans [17],
which predicts diverse trajectories ranging from plausible to
implausible. In the left case, the two trajectories indicated in
cyan are implausible due to their excessive movement from
the current pose. As expected, these trajectories have lower
plausibility scores and are farther from the ground truth tra-
jectory. In the right case, predicted trajectories that deviate
from the ground truth and involve sharper turns tend to have
lower plausibility scores. Our LocoVal filter enables more
plausible and accurate HTP by excluding such implausible
trajectories at inference.

C.7. Visualization of LocoVal Filtering on ETH /
UCY Datasets

Furthermore, we visualized the effect of the LocoVal filter
with λ = 0.8 on the predictions of the pre-trained EqMo-
tion [24] on the ETH / UCY dataset [5, 14], as shown in
Fig. 16. This demonstrates that, despite performing zero-
shot filtering using the LocoVal function that does not rely
on pose information, the LocoVal filter effectively identifies
and eliminates implausible trajectories (e.g., too fast, involv-
ing sharp turns, or lack of smoothness). Again, the filtered
results maintain trajectory diversity while constraining pre-
dictions to those plausible and closer to the ground truth,
confirming the effectiveness of the trained LocoVal function
at inference.

D. Limitations and Future Work
While the proposed method improves ADE and FDE for
many samples, there are still some failure cases. One mode



Table 14. Results of zero-shot filtering with various λ by the LocoVal filter on the predictions of a pre-trained 20 heads trajectory predictor [24]
on the ETH / UCY dataset [5, 14]. ‘Mean’ represents the average performance across the 5 subsets.

Method λ
ETH HOTEL UNIV ZARA1 ZARA2 Mean

ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE ADE FDE

Pr
et

ra
in

ed
E

qM
ot

io
n

[2
4]

w/o Filtering - 2.18 4.63 0.64 1.31 1.30 2.81 0.82 1.84 0.65 1.47 1.12 2.41
w/ Filtering 0.75 1.58 3.27 0.63 1.30 1.05 2.26 0.82 1.84 0.65 1.47 0.95 2.03
w/ Filtering 0.80 1.41 2.88 0.61 1.26 0.93 2.04 0.80 1.80 0.64 1.45 0.88 1.89
w/ Filtering 0.85 2.11 4.62 0.81 1.76 1.30 2.84 0.77 1.70 0.86 1.95 1.17 2.57
Rejected 0.75 14.48 32.87 5.46 11.12 7.68 16.57 4.50 8.81 4.28 8.77 7.28 15.63
Rejected 0.80 8.89 19.72 2.69 5.53 4.33 9.18 1.70 3.67 2.21 4.72 3.96 8.56
Rejected 0.85 2.18 4.63 0.64 1.31 1.30 2.81 0.82 1.84 0.65 1.47 1.12 2.41

of such a case is shown in Fig. 17. Since the JTA dataset [3]
is synthetic, some of the ground truth trajectories are implau-
sible. Consequently, as illustrated in Fig. 17, there are cases
where trajectories with lower plausibility scores are closer
to the ground truth among multiple predicted trajectories
while our LocoVal function reasonably scores each trajec-
tory. As mentioned earlier, people would move along such
implausible trajectories in real-world scenarios due to inter-
actions with others. Therefore, future research may integrate
techniques to score trajectories considering surrounding con-
texts [21].

Furthermore, as mentioned in Sec. 6 of the main
manuscript, the JRDB dataset [12] contains incorrect 3D
poses. Although our experiments demonstrate that our pro-
posed method can improve HTP performance even with
such imperfect poses, as shown in Fig. 18, both the Social-
Trans [17] and our proposed method make significant errors
when faced with incorrect poses. As discussed in the main
paper, it is expected that more accurate 3D pose estimation
or methods that can account for pose uncertainty [20, 22] can
further enhance the effectiveness of our proposed method in
real-world scenarios.

Lastly, while training with SMPL humanoid [7] and Isaac
Gym [11] enables realistic human motion generation [25]
and accurate reconstruction of real-world human locomo-
tion [23], the more accurate physics simulators are antici-
pated to more realistically simulate the human locomotion
in the real world.
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Figure 15. Plausibility score evaluation by our LocoVal function
on the JTA dataset with 9 frames of observations. The scale of the
human pose is doubled for a presentation purpose only.
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Figure 16. HTP result of pre-trained EqMotion [24] with our Lo-
coVal filter on ETH / UCY dataset [5, 14]. Blue lines represent
filtered trajectories and light blue dashed line represent rejected
trajectories.
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Figure 17. Failure cases and estimated plausibility scores on the JTA
dataset. The scale of the human pose is doubled for a presentation
purpose only.

Figure 18. Failure cases in the JRDB dataset. The scale of the
human pose is doubled for a presentation purpose only.


